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GENERAL DESCRIPTION OF THESIS 
 

• Topicality of Subject Matter 
 

The subject of the promotion thesis is short-term network traffic forecasting by means of neural 
networks. Forecasting is a special research study aimed at the evaluation of future development of 
objects or phenomena. Forecasts have to precede strategic planning, assess the potential directions of 
development, and take into account the consequences of fulfilment or failure of plans. 

There are three main parameters, the prediction of which plays an important role in design, 
optimization and performance of modern telecommunications networks. They are: 

 
1) Traffic loads produced by users or subscribers, 
2) Number of users / subscribers or telephone lines, and  
3) Demand of inhabitants for telecommunications services. 

 
These parameters are closely interrelated and their reliable forests are determined not only by 

accurate computing methods but also by financial capabilities of an operator. However, from both a 
theoretical and practical point of view, forecasts of traffic dynamics raise the most interest. It is also 
one of the strategic engineering tasks specified by ITU-T. 

The topicality of the problem of forecasting lies in the fact that knowledge of network 
performance facilitates network management, in particular – helps to develop the algorithm of 
preventing an overload of transmission channels. Accurate and reliable forecasts allow planning the 
capacity of a network on time and sustain the required level of quality of service. Besides, the 
properties of network traffic directly influence both capital costs of equipment and expected income of 
an operator. 

The emergence of packet-switched Internet networks as well as transformation of traditional 
telephone networks into multi-service systems provides new opportunities to a user in the sphere of 
his/ her activities. It has changed not only the architecture of a network but also statistical nature of 
teletraffic, which is now characterized by the effects of self-similarity and strong long-range 
dependence. Therefore, new approaches to the analysis and forecasting of states and parameters of 
packet-switched networks are strongly required. A non-linear neural network is one of these methods, 
which is rapidly gaining recognition in time series forecasting. 

We can often hear that neural networks are more art than science. This is primarily due to the 
lack of a functional algorithm for applying neural networks to time series forecasting. Because of that, 
the active expert assessment is still necessary at all the stages of implementation, which prevents the 
automation of a forecasting process. It is also important to understand that, in contrast to some linear 
time series methods, neural networks have not originally been developed to meet the challenges of 
forecasting. 

The attempts to predict the traffic loads of both a conventional telephone network and a packet-
switched Internet network by means of neural networks have been made many times in the past. 
However, most of these research papers solve a trivial task of time series approximation, with more or 
less success, without taking into account a general theory of neural networks and time series 
forecasting. Thus, the main problems of applying neural networks to network traffic forecasting are:  

 
− the absence of a consistent and efficient algorithm for applying the method of neural networks 

in time series forecasting;  
− the absence of efficient and comprehensive criteria for selecting the final forecasting model and 

evaluating its quality. 
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• Objects of Research 
 

The objects of this research are the time series of different lengths and aggregation rates, which 
describe: 

− traffic of a conventional circuit-switched telephone networks (i.e. POTS); 
− traffic of a packet-switched IP network. 

 
The real measurements of IP network traffic were taken at the transport layer. All the 

measurements were brought to a form suitable for further statistical analysis and forecasting.  
 

• Main Goal and Tasks 
 
The main goal of the promotion thesis is to address and solve the problems related to the use of 

neural networks in time series forecasting, and, after real data testing and comparing the produced 
results, give practical recommendations on the effective application of neural networks and statistical 
models to network traffic forecasting.  

 
The main tasks of the thesis are formulated as follows: 

 
1) Develop a functional algorithm for implementing neural networks to solve a short-term 

forecasting task, which would provide a maximum automation of the process of selecting an 
optimal model and guarantees an appropriate quality of forecasts. 

2) Give practical recommendations on 
− selecting the models and methods to produce the operative forecasts (for 24 hours ahead) and 

short-term forecasts (for up to two weeks ahead); 
− verifying a forecasting model; 
− producing operative  and short-term forecasts (or ex ante forecasts); 
− assessing the accuracy of forecasts  (or ex ante forecasts). 
3) Produce the empirical operative and short-term forecasts of traffic of conventional telephone 

networks and packet switched IP networks by applying the method of neural networks, 
evaluate the accuracy of forecasts and compare them with the forecasts produced by traditional 
linear models and “naïve” methods. The topicality of this problem is mainly related to the fact 
that complexity of neural networks has provoked strong opinion about their advantages over 
simpler linear methods in solving a forecasting task. However, none of the scientific papers or 
books, known to the author, has accomplished a comprehensive comparison of the results 
produced by non-linear neural networks and traditional linear methods.  

 
• Hypothesis to Defend 

 
The author advances the hypothesis that: 

 
− the proposed algorithm of solving a forecasting task with neural networks allows automating 

the identification of neural network solutions, which are capable of producing reliable 
forecasts;  

− reliable operative and short-term forecasts can be produced by using not only non-linear neural 
networks, but also simpler linear models such as ARIMA and exponential smoothing, if an 
aggregation / sampling period of packet-switched network traffic is properly selected (usually 
over some minutes); 

− neural networks outperform linear methods in the case of predicting traffic of real telephone 
networks, if the observations are taken over relatively small read-out periods (e.g., over 15-
minute periods following ITU-T Recommendation E.492).  
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• Main Methods of Research 

 
In order to fulfil the indicated tasks, the following main methods were applied: 

 
1) Neural networks – the method of artificial intelligence and universal approximator, which 

allows revealing non-linear dependencies of stochastic processes. 
2) Autoregressive integrated moving average models (ARIMA) and exponential smoothing – the 

classic linear methods of time series forecasting, which are useful for modelling and 
forecasting short-range dependent processes. 

3) Spectral analysis helps to identify the periodic and quasi-periodic components of time series. It 
is also useful in evaluating the Hurst exponent. 

4) Correlation analysis allows identifying the statistical dependencies between members of a time 
series taken with a time shift (autocorrelation) or statistical bonds between two processes 
(cross-correlation). 

5) Regression analysis is helpful in identifying the reliable model for a trend component, if any. 
6) The methods of non-parametric statistics are useful in testing the hypothesis of stationarity or 

normality of time series in the absence of clear knowledge about the probability distribution of 
a process. 

 
• Structure 

 
The thesis consists of two volumes. The first volume contains four main chapters: 

− Chapter 1 examines the main aspects and prerequisites of network traffic forecasting.  
− Chapter 2 describes in detail the methods applied in the practical studies, such as non-linear 

neural networks, ARIMA models, exponential smoothing models and “naïve” methods. 
− Chapter 3 highlights the main contribution of the author to the theory of time series 

forecasting. The description of the proposed advanced algorithm and the main aspects of its 
practical realization are given in detail. 

− Chapter 4 analyzes the results of  practical studies. 
 

The first volume consists of 174 pages and contains 25 figures and 11 tables. The list of cited 
literature and other sources includes 207 bibliographic names. The second volume includes 96 annexes 
and consists of 116 pages. 

 
• Novelty 

 
The novelty of the thesis is attributed to the following original results: 
 
Based on the methods of mathematical statistics and theory of neural networks, there has 

been developed an advanced algorithm aimed at solving the task of short-term traffic forecasting by 
means of  neural networks. 

 
In comparison to most classic schemes of setting a neural network to fulfil a certain task (see, 

for example, [9; 53, p. 84]), the proposed algorithm focuses on the estimation of forecasting abilities 
rather than approximation accuracy, allows automating the process of determining an optimal solution 
and includes three procedures, which are:  

 
 

− the use of multiple cycles of weight initialization of a neural network during a training process; 
− the procedure of selecting the intermediate forecasting model, taking into account the residual 

autocorrelation and the estimates of information criteria; 
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− the procedure of selecting the final forecasting model, taking into account the accuracy of ex 
ante forecasts. 
 
The incorporation of these procedures into a classic algorithm allows identifying neural 

network solutions in a more effective way and significantly improves the accuracy and reliability of 
produced forecasts. 

Neural networks belong to heuristic methods. It implies that the identification of optimal 
parameters of architecture and learning should involve intensive test-and-trial procedures, since these 
parameters do not comply with strict mathematical rules. The algorithm, proposed in the thesis, is also 
based on the experience of the author and represents the results of years of the practical studies of real 
time series. However, the motivation of including these procedures into the algorithm arises from the 
theory of neural networks and time series forecasting.  
 

For the first time, there has been conducted a profound statistical analysis of real network 
traffic forecasts, produced by non-linear neural networks, classic linear methods and “naïve” 
methods. 

 
Statistically significant differences in accuracy have not been identified between the forecasts 

produced by neural networks and classic linear models in most cases tested by the Diebold-Mariano 
criterion [6]. The analyzed time series are typical for these categories of traffic loads. It means that 
linear statistical methods would produce reliable and accurate operative / short-term forecasts for many 
other time series with similar statistical properties as well. 

 
• Practical Significance 

 
The proposed algorithm and practical recommendations can be applied to produce operative 

and short-term forecasts of telephone network traffic as well as packet-switched Internet traffic 
generated at the transport and application layers. In turn, the produced forecasts can be useful in 
planning the capacity of transmission channels, thereby providing the required level of quality of 
service (QoS).  

The algorithms and recommendations developed by the author can be applied to other time 
series with similar statistical properties – for example, in producing predictions of power consumption 
or road traffic. 
 

• Approbation 
 

The proposed algorithm and recommendations were successfully applied to produce the 
forecasts of several time series describing the traffic of real telecommunications networks. Operative 
and short-term traffic forecasts have been obtained for:  
 

− the circuit switched telephone network of Augstceltne SIA, which specializes in maintenance of 
corporate customers; 

− the packet switched  IP network of INBOKSS SIA, which specializes in providing free e-mail 
services. 

 
The results of the thesis were declared and discussed at the following scientific conferences: 
 
1) The 9th International Conference Reliability and Statistics in Transportation and Communication 

(RelStat`09), Riga, Oct. 21-24, 2009. Topic of presentation – Forecasting Network Traffic: A 
Comparison of Neural Networks and Linear Models. 

2) The 50th  International Scientific Conference of Riga Technical University, Riga, Oct.14-16, 2009. 
Topic of presentation– An Advanced Algorithm for Forecasting Traffic Loads by Neural Networks.  
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3) The 28th Annual International Symposium on Forecasting, Nice (France), June 22-25, 2008. Topic 
of presentation – Preprocessing of Input Data of Neural Networks: The Case of Predicting 
Telecommunication Network Traffic. 

 
The other reports at scientific conferences associated with the subject of the thesis: 
 
4) The 18th European Regional Conference of the International Telecommunications Society, Istanbul 

(Turkey), Sep. 4-6, 2007. Topic of presentation – Perspective Evaluation of the Electronic 
Communications Market in Latvia. 

5) The 6th International Conference Reliability and Statistics in Transportation and Communication 
(RelStat’06), Riga (Latvia), Oct. 25-28, 2006. The theme of presentation – Forecasting Methods 
and Long-term Evaluation of the Electronic Communications Market in Latvia. 

6) The 17th European Regional Conference of the International Telecommunications Society. 
Amsterdam (Netherlands), Aug. 22-24, 2006. The theme of presentation – New Technologies and 
their Influence on the Universal Service Policy. 
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Including Mobile Telephony in a Minimum Set of Universal Service. 
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Providing the Universal Telecommunications Service in Latvia. 
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104.3/4 (2008): 168-178. [ISSN 0085-7130; Thomson Reuters Researcher ID, ACM Digital 
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Cited in: 
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SYNOPSIS OF THESIS 

 
CHAPTER 1  MAIN ASPECTS OF NETWORK TRAFFIC FORECASTING 
 
Chapter 1 examines the aspects of applying the models and methods of time series theory to network 
traffic forecasting. Main statistical properties and genesis of time series are discussed. The chapter 
also contains a review of scientific papers dedicated to traffic forecasting carried out by means of 
neural networks. 
 

• Concept of Time Series 
 

In modeling and forecasting we usually assume that network traffic is represented as time 
series. A time series is a time-ordered sequence of observation values of a physical variable, usually 
made at equally spaced time intervals t∆ , represented as a set of discrete values )(),(),( 21 Ntxtxtx K . 
In statistical analysis, this sequence of N observations is often considered as a sample taken from a 
longer general sequence of random numbers. The observations or elements of time series are typically 
labeled in accordance with a time moment they refer to (e.g., 321 ,, xxx ). Thus, the order of the 
elements of a time series is of great importance. 
 It is necessary to keep in mind that, unlike the observations of random variables, the elements 
of time series are not statistically independent [49, p.780]. Some rules and properties of the statistical 
analysis of random samples cannot be applied to time series, and this requires the implementattion of 
specific methods and approaches. On the other hand, the correlations between time series observations 
set up a specific base for predicting an analyzed variable, i.e. for producing the estimate )(ˆ LNx +  of an 
unknown value x(N+L) taking into account the historical values )(),(),( 21 Ntxtxtx K , where N is the 
length of an analyzed time series and L is a forecasting horizon. 

The genesis of observations is the structure and classification of the main factors, under the 
influence of which the values of time series are formed.  There are four types of such factors and 
components of time series [49, p.781; 52, p.242; 57, p.354]: 

1) Long-term factors form the general dynamic tendency of an analyzed parameter )(tx . This 
tendency is usually described by a deterministic non-random function called a trend.  

2) Seasonal factors determine the tendency, which changes regularly during a certain period (a 
day, week, month etc.). Since this function has to be periodic (with periods, proportional to 
“seasons”), its analytical expression involves the use of trigonometric functions. 

3) Cyclic factors determine the longer periods of relative rise and fall. The cyclic component may 
contain the cycles of economic, demographic or astrophysical nature, and varies in amplitude 
and length. As a rule, the length of a cyclical component exceeds one year. 

4) Random (irregular) factors determine the stochastic nature of time series members. A random 
component is formed as a result of superposition of many external factors, which are not 
involved in the formation of a deterministic component. 
 

The deterministic components of network traffic can be classified as follows [19, p.42; 45, 
p.44]: 
 

1) 24-hour cycle. It has been known for a long time that sigmoidal models (logistic model, 
Gompertz model, etc. [22; 23]) are optimal for describing the traffic dynamics within a day [58, 
p.202].  

4) Weekly cycle is usually characterized by the decrease of traffic during weekends, and can be 
described by means of a Fourier series. 

5) Annual cycle. It is believed that the level of network traffic is higher at the beginning of a 
month, after a festival season and at the beginning of each quarterly period. 
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6) Linear trend. The overall traffic increases year by year due to the influence of technical 
progress and socio-economic factors.  
 
If we identify accurately a deterministic component, then the residuals of a time series will be 

an irregular stochastic component. Its behavior cannot be fully predicted in advance. In other words, 
every observation gives only one option among many possible. In order to describe and predict this 
component of a time series, the methods and concepts of probability theory are involved. 

 
• Aspects of Forecasting Transmission Capacity of Packet Switched Networks 

 
Transmission capacity is one of the most important parameters characterizing the quality of 

networks. For the purposes of forecasting, the measurements made at the transport layer are usually 
considered. These time series describe either the number of arriving packets or the level of traffic / 
transmission rate measured in bytes over discrete time intervals. 

The methods of network traffic forecasting are partially determined by ITU-T 
Recommendations E.506 [16] and E.507 [18]. Even these recommendations have been developed for 
ISDN networks, some of the forecasting methods described there can be still applied to modern 
telecommunications networks. These methods are the autoregressive integrated moving average 
models (ARIMA) [3] and exponential smoothing [12]. 

The traffic of packet switched IP networks is characterized by such statistical effects as self-
similarity and long-range dependence [20, p.150; 28; 37; 41; 56, p.53]. The stronger post-effects, the 
longer is a forecasting horizon, for which reliable forecasts can be produced. However, it is also a 
disadvantage, since the estimation and selection of an adequate model, which would take into account 
all significant correlations between the members of a time series, becomes labor-intensive [40]. 

At the same time, there has been disseminated intensively the myth regarding impossibility of 
applying traditional linear methods to predicting packet switched IP traffic and the necessity to use 
more complicated non-linear methods such as neural networks. 

Indeed, neural networks offer some additional opportunities in modelling non-linear processes 
and recognizing chaotic behaviour. Owing to their great flexibility, these networks can recognize a 
variety of structures. However, numerous practical studies dedicated to traffic forecasting usually miss 
the fact that fractal properties of packet-switched traffic have a significant influence on a forecasting 
process only in the case of measurements on a very large scale – over the aggregation periods varying 
from milliseconds to some minutes. This fact has been confirmed by the author’s practical studies as 
well as a number of other research papers [36, 39, 40]. 

Fig. 1 is the illustration of this idea, where the real measurements of transmission rate are 
shown against an aggregation period. A visual analysis of the traffic aggregated over 1 and 10 seconds 
reveals stochastic self-similarity [37]. However, increasing the aggregation period up to one minute, 
and then – up to five minutes, we can see that a traffic trace becomes more even, its variance 
significantly decreases and the influence of deterministic components starts to play a leading role. 

From the point of view of time series forecasting, a very fine sampling scale is unreasonable. In 
this case, the selection of a relevant statistical model is complicated due to the strong influence of 
autocorrelations between distant observations of times series as well as extraneous noises and 
anomalous outliers, which unavoidably accompany the large-scale measurements.  Besides, an 
aggregation / sampling period also determines a forecasting horizon, for which reliable forecasts can 
be produced. In other words, a potential forecasting horizon for time series, aggregated over, for 
example, one-second periods is different from the one for time series aggregated over 24-hour 
intervals. 

At present, real-time forecasting with neural networks is hard to implement in practice. Apart 
from the necessity to select and evaluate many parameters, often – in empirical way, some substantial 
time resources are necessary for training a neural network. Therefore, taking into account ITU-T 
Recommendation E.492 [17], it is desirable to average measurements of network traffic over 15-
minute and / or one-hour read-out intervals. In doing so, the main factors determining the statistical 
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structure of real network traffic are seasonal effects and monotonous trends, the main reasons of which 
are human behaviour and technical progress (see Fig. 2). 

It has been shown in the practical part of the thesis that statistical properties of such time series 
become similar to statistical properties of traditional voice traffic. At an intuitive level, it gives us the 
opportunity to assume that the methods of modelling and forecasting of these processes would be 
similar as well, if the appropriate length of a read-out period is selected.  
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Fig. 1 Real packet-switched traffic recorded over different aggregation periods 

 

 
Fig. 2 Statistical effects of packet-switched traffic depending on a time scale [10, with author’s amendments] 

 
The main accent of this thesis has been put on the application of neural networks (i.e., a 

multilayer perceptron) to forecasting the traffic of both a traditional telephone network and a packet-
switched IP network. Following the principle of Ockham’s razor – choose a parsimonious model, – it 
makes sense to compare the accuracy of forecasts produced by means of non-linear models with those 
produced by traditional linear models. To pursue this goal, the models of ARIMA and exponential 
smoothing (as the methods recommended by the ITU-T) as well as “naive” methods, have been 
chosen. If there are no statistically significant differences between the forecasts produced by neural 
networks and linear methods, then the application of such a complicated and time-consuming method 
as neural networks becomes unnecessary. 
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CHAPTER 2  METHODS OF NETWORK TRAFFIC FORECASTING 
 
Chapter 2 gives an overview of the models and methods of network traffic forecasting applied in the 
practical part of the thesis such as non-linear neural networks (multilayer perceptron), seasonal 
autoregressive integrated moving average (SARIMA), seasonal exponential smoothing and “naive” 
forecasting methods. 
 

• Neural Networks 
 

A neural network is a massively parallel distributed processor made up of simple processing 
units, which has a natural propensity for storing experimental knowledge and making it available for 
use [13, p.2]. The development of artificial neural networks started in the beginning of the 20th century 
but only in the nineties, when some theoretical barriers were overcome and computing systems became 
powerful enough, neural networks have gained wide recognition. Even though neural networks can be 
implemented as fast hardware devices (and these realizations do exist in real life), most practical 
studies are performed by applying software simulations on conventional PCs. Software simulations 
provide low-cost flexible environment, which is sufficient for many real-life applications. Neural 
networks are acquiring popularity in the field of telecommunications as well, where they help solving 
various problems such as switching management, traffic management, routing, channel allocation in 
mobile transmission systems, etc. [54, p. 60]. 

The incorporation of time into the operation of a neural network allows to follow statistical 
variations in different processes described by time series, such as speech signals, radar signals, 
fluctuations in stock market processes, teletraffic processes and many others. The discussion of the 
role of time in neural processing can be found in fundamental paper [7]. 
 The temporal structure of an analyzed sample is usually built into the operation of a neural 
network in implicit way. In this case, a static neural network (e.g. a multilayer perceptron) is provided 
with dynamic properties [13, p.636]. For a neural network to be dynamic, it must be given memory 
which may be divided into short-term and long-term memory [35]. Long-term memory is built into a 
neural network through supervised learning, whereby the information content of the training data set is 
stored in the synaptic weights of the network. Short-term memory is built into the structure of a 
network through the use of time delays, which can be implemented at the synaptic level inside the 
network or at the input layer of the network.  
 Two types of neural networks, a back-propagation network (multilayer perceptron) and a radial 
basis function network, are considered to be suitable for temporal processing. Due to a number of 
reasons, the latter has not gained acceptance1. At the same time, numerous practical studies have 
proved that a multilayer perceptron solves successfully many various tasks such as pattern recognition, 
regression, function approximation, time series forecasting, cluster analysis, etc. Therefore, further we 
will focus on this class of neural networks.  
 A multilayer perceptron usually consists of multiple sensor elements (i.e., input nodes) forming 
an input layer, one or several hidden layers containing computational nodes, and one output layer. It is 
often trained according to the error back propagation algorithm. It is a supervised training algorithm, 
which is based on the error correction training rule and requires two computational flows – a direct 
one and a backward one – through all the layers of a network.  

Temporal pattern recognition demands processing of patterns that evolve over time, with the 
response at a particular instant of time depending not only on the present value of the input but also on 

                                                
1 Both a radial-basis function (RBF) network and a multilayer perceptron (MPP) belong to the class of universal 
approximations. Due to that, there always exists an RBF network capable of accurately mimicking a specified MLP, and 
vice versa. An MLP develops global approximations to nonlinear input-output mapping. In turn, an RBF network 
constructs local approximations using exponentially decaying localized nonlinearities (e.g., Gaussian functions). The latter 
is the reason of the popularity of MLPs – in order to approximate a nonlinear input-output mapping at the same degree of 
accuracy, an MLP requires the smaller number of parameters to determine and consequently, less time for completing a 
training cycle, in comparison with an RBF network [13, p. 293]. 
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its past values. Fig. 3 shows the diagram of a nonlinear filter built on a static neural network. Given a 
specific input signal consisting of the current time series value  x(t) and the Ω past values 

)}(,)2(),1({ Ω−−− txtxtx K stored in a delay line memory of order Ω, the free parameters are 
adjusted to minimize the training error between the output of the network, y(t), and the desired 
response, d(t) [13, p.645]. The structure shown in Fig. 3 can be implemented at the level of a single 
neuron or a network of neurons. 

 

 
 

Fig. 3 Temporal processing – nonlinear filter built on a static neural network [13, p.643] 
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Fig. 4 Time lagged feed-forward network2 [13, p.644; 35] 

 
The diagram of a time lagged feed-forward network is shown in Fig. 4. It is a powerful 

nonlinear filter consisting of a tapped delay memory of order Ω and a multilayer perceptron. The 
standard back propagation algorithm can be used to train this type of neural networks. At time t, the 
temporal pattern applied to the input layer of the network is the signal vector: 

 
TRNtxtxtxtxtx )}(,)2(),1(),({)( Ω−−−= K , (1) 

where 
TRN  – the length of a time series or a training subset. 

 
Eq. (1) describes the state of the nonlinear filter at time t. One training epoch consists of a 

sequence of patterns (states), the number of which is determined by the memory order Ω and the size 
of a training sample TRN . The output of a nonlinear filter, assuming that a multilayer perceptron has a 
single hidden layer and one output neuron, is computed from: 

 

                                                
2 The bias levels are omitted for convenience of representation. 
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where 
1ϕ  – activation function of a hidden layer; 

2ϕ  – activation function of an output layer; 

ζ,jw – synaptic weight of input synapse ζ of hidden neuron  j; 

jw  – synaptic weight of input synapse  j of an output neuron; 

ζ,jb  and jb  − biases; 

1m  − number of hidden neurons; 
Ω − order of linear delay memory.  
 

• Autoregressive Integrated Moving Average Models 
 

One of the most popular class of linear time series models refers to autoregressive moving 
average models (ARMA), including purely autoregressive (AR) and purely moving-average (MA) 
models as special cases. These models were initially introduced in the twenties of the last century but 
have been using actively only since 1970, when the fundamental book of Box and Jenkins [3] was 
published.  

In real-life network traffic modelling and forecasting, it is necessary to put an accent on the 
seasonal modifications of linear models, which are able to model and forecast the periodic time series. 
The application of non-seasonal models to seasonal time series can lead to the erroneous conclusions 
that linear models are not capable to model and make reliable forecasts of network traffic dynamics.  

The seasonal autoregressive integrated moving average model, denoted as 
sQDPqdpSARIMA ),,)(,,( , is given by [3, p.305]:  

 
t

s
Qqt

D
s

ds
Pp BBxBB εθφ )()()()( Θ=∇∇Φ , (3) 

where 
s – period of the seasonal component; 
p – order of the non-seasonal autoregressive operator; 
q –order of the non-seasonal moving average operator; 
d –order of the non-seasonal differencing operator; 
P – order of the seasonal autoregressive operator; 
Q – order of the seasonal moving average operator; 
D  – order of the seasonal differencing operator; 

B−=∇=∇ 11  – non-seasonal differencing operator; 
s

s B−=∇ 1  – seasonal differencing operator; 
)(Bφ  и )(Bθ   –  polynomials in B of order p и q , respectively, which satisfy the conditions of 

stationarity and invertibility;  
)(),( ss BB ΘΦ  – polynomials in sB  of order P и Q , respectively, which satisfy the conditions of 

stationarity and invertibility; 
),0(~ 2σε WNt – a white noise process. 

 
Let us assume that all the values of a time series K,, 1−tt xx  are known until time moment t. 

Then, the minimal mean squared error forecast 1),(ˆ ≥LLxt  at lead time L and origin t is the 
conditional expectation of Ltx +  [3, p.306]: 

 
],,,,|[][)(ˆ 1 K−++ Θ== ttLtLtt xxxExLx θ  (4) 
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Box and Jenkins proved that a forecast of the minimal mean squared error can be calculated 

directly from the model represented as a difference equation. For example, for the seasonal process of 
period 12=s , the forecast is given by [3, p.306] 

 
13121113121][)(ˆ −+−+−++−+−+−++ Θ+Θ−−+−+== LtLtLttLtLtLtLt xxxxLx εθεεθε  (5) 

 
After inserting the values of parameters θ и Θ into Eq. (5), we immediately obtain a minimal 

mean squared error forecast at lead time L calculated at origin t [3, p. 307]. The parameters of Eq. (5) 
are assumed to be known precisely, and a time series K,, 1−tt xx  is assumed to extend into the remote 
past.  

 
• Exponential Smoothing 

 
The method of exponential smoothing allow to produce the description of a process, according 

to which the last historical observations have the larger weights as compared to the earlier ones, and 
the weights decrease exponentially.  
 The simple exponential smoothing model is defined as [12]: 
 

ttt SS εα+= −1  (6) 
where 

tS  – smoothed level of the series computed after tx  is observed; 
α – smoothing parameter for the level of the time series; 

tε  – one-step-ahead forecast error; )1(ˆ 1−−= ttt xxε ; 

tx  – observed value of the time series at moment t; 
)1(ˆ 1−tx  - one-step-ahead forecast from origin 1−t ; 

 
There exist different modifications of exponential smoothing aimed at the analysis of non-

stationary time series with linear and nonlinear trend components, as well as seasonal time series with 
multiplicative and additive seasonality. Only the models with additive seasonality and / or a linear 
trend will be considered further in this section as they are the most suitable for the analysis of 
teletraffic processes. In exponential smoothing models, the additive seasonal component and linear 
trend of a time series are calculated from [12]: 

 
tstt II εαδ )1( −+= −  (7) 

  

ttt TT εγα+= −1  (8) 
where 

tI  – smoothed value of the seasonal component at the end of period t; 

tT  – smoothed value of the trend component at the end of period t; 
δ – smoothing parameter for the seasonal component; 
γ – smoothing parameter for the trend component.  
 

The estimation of a time series incorporating seasonal and / or trend components, is based on 
decomposition. The seasonal and trend components are estimated at each time moment independently 
by using a simple exponential smoothing model with parameters δ and γ. This method is known as the 
Holt-Winters’ exponential smoothing and is based on three smoothing equations – one for the level, 
one for trend and one for seasonality. 

For the time series with additive seasonality and a linear trend, the forecast for horizon L is 
given by [12]: 
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tLsttt TLISLx ⋅++= +−)(ˆ  (9) 

where 
)(ˆ Lxt  – forecast produced for horizon L from origin t. 

 
 The complete classification as well as the description of the methods of determining the 
optimal parameters of exponential smoothing models is given in [12]. 

 
• Naïve Forecasting 

 
It is desirable to compare the results, produced by various forecasting models, with so called 

naïve forecasts. In practical analysis of time series, a naïve forecast serves as the simplest benchmark 
forecast and can be produced in several different ways, of which the following two were applied in the 
thesis: 
 
1) The naïve forecast is the sample mean of an examined time series [33]: 
 

mxxxxELx ttLt
a

t ˆ],,,|[)(ˆ 11 == −+ K  for 1≥L  (10) 
 
2) The seasonal naïve forecast can be used with seasonal data and postulates that the forecast for one 

period ahead is equal to the same value of the last historical period of a time series [44]: 
 

sLtsttLt
b

t xxxxxELx −+−+ == ],,,|[)(ˆ 1K  for 1≥L  (11) 
 

If the comparison of forecasts produced by neural networks or statistical models with those 
produced by naïve methods does not reveal any statistically significant differences, then, perhaps, the 
use of the models in further forecasting of this particular time series is not required. 
 
 
CHAPTER 3  ALGORITHM FOR SOLVING A FORECASTING TASK WITH 

NEURAL NETWORKS 
 
Chapter 3 describes the author’s developed algorithm aimed at solving a time series forecasting task 
by means of neural networks. The innovative aspects of the algorithm are considered in detail. The 
chapter examines the methods of determining the parameters of multilayer perceptrons and provides 
some recommendations on the practical use of the algorithm, e.g., the preparation and pre-processing 
of input data, development of forecasts, estimation of the accuracy of forecasts, etc. 
 

As mentioned above, unlike classic linear methods, the method of neural networks was not 
initially aimed at modelling and forecasting time series. When applied to time series forecasting, 
neural networks are often criticized for the necessity to set many different parameters through test-and-
trial procedures, complications with producing and replicating a stable solution, high probability of 
over-learning, high demands for time resources and computational capacities. Besides, it is necessary 
to keep in mind that neural networks are sensitive to the quality of input data [24, 27, 55]. 

In order to facilitate and automate the process of time series modelling and forecasting, and 
compensate for the problems associated with instability of a produced solution, an advanced algorithm 
has been developed in the thesis. 
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 m1 – number of hidden neurons of a two-layer perceptron
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Fig. 5 Advanced algorithm aimed at solving a forecasting task by means of neural networks 
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The algorithm, the main block diagram of which is shown in Fig. 5, produces the operative / 

short-term forecasts of traffic loads represented as univariate / multivariate time series. In contrast to 
some classic algorithms for accomplishing a pre-defined task (see, for example, [9; 53, p.84])), the 
proposed algorithm incorporates three procedures: 

 
− implementation of multiple cycles of weight initialization of a neural network during a training 

process; 
− method of selecting the intermediate forecasting models, taking into account the level of 

residual autocorrelation and  the estimates of information criteria; 
− method of selecting the final forecasting model, taking into account the accuracy of ex ante 

forecasts. 
 

Let us consider the theoretical arguments in defence of the necessity of implementing these 
procedures to identify a relevant forecasting model. 

 
• Implementation of multiple cycles of weight initialization of a neural network 

 
It is required to set some initial values to all the weights and biases of a neural network before a 

training process starts. The aim of initialization is, probably, to find the best approximation to an 
optimal solution and, in this way, to decrease training time and facilitate the convergence of a training 
algorithm. 
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Fig. 6 Illustration of the necessity of implementing multiple initialization cycles: (a) a simplified example of two-

dimensional error surface where a vertical axis represents an error. This demonstrates a key problem – several local minima 
can exist on the training error surface; (b) the training errors of a neural network (without applying cross-validation) 

produced as a result of a hundred cycles of weight initialization3 
 
If the initial weights and biases are set to large values, then neurons usually approach the 

saturation level very quickly. In this case, the local gradients, calculated according to the back-
propagation algorithm, take small values, which, in turn, would significantly increase training time. If 
the initial values are set to small values, then the algorithm works very slowly about the origin of the 
error surface.  This is specifically true in the case of anti-symmetric activation functions such as 
hyperbolic tangent. 

During the last two decades many heuristic methods of weight initialization have been 
proposed, some of which are described in Chapter 3 of the thesis. Despite this, the optimal solution of 

                                                
3 The values of training errors are displayed in chronological order of their evaluation at the end of each training epoch as 
well as sorted in descending order to facilitate their comparison. 
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this issue has not still been found. Due to its simplicity, the most common method is the random 
initialization of weights and biases from a uniformly or normally distributed narrow range of small 
values. 

Regardless of the initialization method, starting values of weight coefficients influence the final 
result of training. This is due to the properties of a training algorithm as well as the fact that several 
local minima can exist on the error surface (see Fig. 6-a). Therefore, in order to find an actual global 
minimum, it is necessary to train one and the same neural network multiple times under the same 
conditions, changing only the initial values of weights and biases. 

In spite of these problems, most researchers still do not pay a proper attention to this aspect. It 
is possible to find references to 5 [21], 10 [42], 25 [25], 50 [8; 46] and 100 [25] cycles of initialization. 
However, most practical studies restrict the number of initialization cycles to one, and this can mislead 
a researcher regarding the adequacy of a produced solution. 

The example shown in Fig. 6-b illustrates the uncertainty in producing a final solution and its 
dependence on the starting values of weights and biases. The training errors, shown here, are produced 
as a result of training a neural network of the same architecture and applying the same training 
parameters but changing the initial values of weights and biases. It is easy to notice that the difference 
between the largest and smallest error comprises more than 25 per cent, which can significantly 
influence the identification of a relevant forecasting model and the accuracy of produced forecasts. 

The number of initialization cycles is usually chosen mandatory, and depends on the complexity of 
a task as well as on time resources a researcher has on his / her disposal. 

 
• Selection of the intermediate forecasting models, taking into account the residual 

autocorrelation and  estimates of information criteria 
 

According to the developed algorithm, the selection of the intermediate forecasting model / 
models among the trained networks, with a certain number of hidden neurons m1, is carried out taking 
into account the level of residual autocorrelation and the value of an information criterion. 

Some standard parameters, such as the correlation coefficient (R), mean squared error (MSE), 
mean absolute error (MAE), are traditionally used to evaluate a general forecasting ability of a 
statistical model. However, these parameters provide little information about the accuracy of a fitted 
model, and are also useless in identifying the statically significant differences between the forecasts 
produced by various methods [4, 6, 26]. 

The most accurate indicator of the adequacy of a forecasting model can be the absence of 
autocorrelation in residuals. The residuals of a fitted model are defined as n differences given 
by ntxx ttt ,,2,1,ˆ K=−=ε , where tx  is the observed value and tx̂  is a corresponding predicted value 
produced by means of a fitted statistical model [32, p. 94]. These differences cannot be explained by a 
forecasting model. Therefore, we can consider residuals tε  to be observed errors. 

The acceptance of the hypothesis of no autocorrelation in residuals at a pre-defined significance 
level means that the residuals are similar to white noise and further analysis will not discover any 
statistically significant dependencies. In classic regression analysis, the Durbin-Watson criterion [50, 
p.245] is traditionally used for testing the autocorrelation of residuals. However, this test is not suitable 
if the regressor is a lagged explanatory variable [51, p.256]. For the same reason, the Box-Pierce and 
Ljung-Box [30] criteria cannot be applied to neural networks, although the last one is widely used and, 
despite its theoretical inconsistence, is still included in most statistical and econometric software 
packages. 

At present, the most relevant estimate of the residual autocorrelation of neural networks (as 
well as ARIMA models) is a powerful Lagrange Multiplier (LM) type test [34], which is also known as 
Breusch–Godfrey test. The LM-type test belongs to classic asymptotic tests and is capable to identify 
the autocorrelation of any order.  

In turn, the use of information criteria is based on one of the main idea of time series 
forecasting – “chose a parsimonious model” (known as the Ockham’s razor principle). It means that, 
all other things being equal, one should prefer the model with the fewest free parameters. 
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The mean squared residuals usually decrease once the model becomes more “complicated” 
with addition of new free parameters. Increasing the number of free parameters of a neural network 
(which is associated with the addition of new neurons / layers of neurons), one can fit a model to 
historical data with infinite accuracy. The universal approximation theorem [5; 15] explains this 
property of neural networks. However, such a neural network may have a poor ability to make 
generalizations due to over-training [13, p.206]. Besides, once a certain limit is reached, the gain in 
accuracy of fitting with addition of new parameters tends to be insignificant. On the other hand, time 
required for selecting the optimal values of free parameters can lead to a sharp decrease in the 
performance of a network. Therefore, it is very important to look for the balance between the 
preciseness of approximation and the complexity of a statistical model. 

Information criteria have been found to be quite useful in solving this problem. The estimate of 
the criterion consists from the penalty for poor fitting and the penalty for over-parameterization. The 
most popular criteria of this type, applied in the practical part of the thesis, are the Akaike’s 
information criterion (AIC) and the Bayesian information criterion (BIC) given by [11, p.38; 38, 
p.373]: 

 
lNlAIC ef 2ˆln)( 2 += εσ  (12) 

  

)ln(2ˆln)( 2
efef NllNlBIC ++= εσ  (13) 

where 
efN  – number of effective observations, to which the model is fitted; 

l  – number of adjusted parameters; 

2ˆ εσ  – estimate of the residual variance, 
ef

Nef

t
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∑
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2ˆ
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Information criteria are evaluated separately for each analyzed specification (architecture) of 

neural networks. The models that possess the lowest value of the criterion should be selected for 
further analysis. It has been also noticed that, in practice, the BIC “selects” very parsimonious models 
with only few parameters. Therefore, this criterion is often used for non-linear models, where 
insignificant gain in fitting quality is directly related to the necessity of calculating a large number of 
additional parameters. 

In the practical part of the thesis the criteria given by Eqs. (12) and (13) were applied. 
However, some other modifications of information criteria have been proposed as well. The Schwarz’s 
Bayesian criterion (SBC) [38, p.376] and the Hannan-Quinn criterion [32, p. 86] are among them. 

 
 

• Selection of the final forecasting model, taking into account the accuracy of ex ante 
forecasts 

 
If the models, meeting the above specified conditions, are found, it is required to test their 

generalization ability (i.e., the ability to produce reliable forecasts) for an independent test set, which is 
not involved in training. The forecast developed for an independent test set we will call an ex ante 
forecast or a pseudo-forecast. The necessity of ex ante forecasting hinges upon the fact that even if a 
neural network provides a high accuracy of approximation and uncorrelated residuals, it would be still 
over-trained on historical data. 

The approach of splitting a time series into two independent subsets has gained wide 
acceptance in the practical studies dedicated to time series forecasting (see, e.g., [31; 43]) but it is still 
rarely used in the case of neural networks. The first, largest data subset, called the basic or 
retrospective sample, is used to select and verify a statistical model. The second, ex ante forecasting 
sample is used to examine the quality of ex ante forecasts, comparing them against historical data. It 
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provides the opportunity to evaluate independently the forecasting ability of the model fitted to the 
basic sample. 

The last historical values of an analyzed time series are traditionally used for developing the ex 
ante forecasting sample. However, it is necessary to keep in mind, that these observations influence the 
direction of the actual real-life forecast much more than the earlier ones. Therefore, the last historical 
data are the most valuable for the process of selecting an appropriate forecasting model, and using 
them as a testing sample is not always reasonable.  
 
 

 
Fig. 7 Chronological division of a time series into the basic and ex ante forecasting samples 

 
According the proposed algorithm, it is recommended to divide a time series into the basic and 

ex ante samples in the way shown in Fig. 7. This original approach allows increasing the quality of 
real, ex post forecasts as the last historical observations are used for fitting a statistical model rather 
than testing. 

The accuracy of ex ante forecasts is evaluated by one of the standard error parameters. In the 
practical studies of the thesis, the mean absolute percentage error (MAPE) was applied. It is calculated 
from [1, p. 347]: 
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(14) 

 
where L – the size of an ex ante forecasting sample (i.e., forecasting horizon). 

 
The MAPE is a relative, dimensionless measure of the accuracy of an approximation curve or a 

forecast. It is helpful in comparing forecast performance across different data sets, or comparing the 
performance of different statistical methods. 

The model of the lowest MAPE is the final model assigned to further ex post forecasting. The 
interpretation of MAPE introduced in [29] allows judging about the accuracy of a forecast: less than 10 
per cent is a highly accurate forecast, 11 to 20 per cent is a good forecast, 21 to 50 per cent is a 
reasonable forecast, and 51 per cent or more is an inaccurate forecast. 

Thus, the choice of a final forecasting model is based on the results of multiple sequential 
procedures and tests. The final model is characterized by the lowest value of the information criterion, 
uncorrelated residuals and the lowest error of an ex ante forecast.  
 
CHAPTER 4   PRACTICAL STUDIES 
 
Chapter 4 contains the description of practical research studies and the analysis of produced results. 
 

The effectiveness of the developed algorithm and the ability of different methods to accomplish a 
traffic forecasting task were examined on real data sets represented as time series of different lengths 
and aggregation rates. Two data samples, characterizing the intensity of total carried traffic of a 
conventional telephone network and the transmission rate of outgoing international traffic, were 
considered in the thesis. Following ITU-T Recommendation E.492 [17], the initial traffic 
measurements were averaged over the periods equal to 15 minutes and one hour. 
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Table 1 General description of examined time series 

 

Network 
Type Traffic Type Read-out 

 period Label  Basic sample Size of a basic sample Size of an ex ante 
forecasting sample 

A May 12 – Jul. 13, 2008  9 weeks (6048 obs.) 
15 min 

B May 12 – Aug. 3, 2008 12 weeks (8064 obs.) 

С May 12 – Jul. 13, 2008 9 weeks (1512 obs.) 
IP-network 

Outgoing 
international 

traffic 
1 h 

D May 12 – Aug. 3, 2008 12 weeks (2016 obs.) 

1- 14 
days 

E Jan. 8 – Mar. 11, 2007 9 weeks (6048 obs.) 

F Jan. 8 – Apr. 1, 2007 12 weeks (8064 obs.) 15 min 

G Jan. 8 – May 13, 2007 18 weeks (12096 obs.) 

H Jan. 8 – Mar. 11, 2007 9 weeks (1512 obs.) 

I Jan. 8 – Apr. 1, 2007 12 weeks (2016 obs.) 

Telephone 
network 
(POTS) 

Total carried 
traffic 

1 h 

J Jan. 8 – May 13, 2007 18 weeks (3024 obs.) 

1- 14 
days 

 
A secondary goal of the practical studies was to examine how both the size of a basic data 

sample and the rate of aggregation influenced the accuracy of ex ante forecasts. The size of a basic 
sample was equal to 9 and 12 weeks for the first analyzed variable, and to 9, 12 and 18 weeks – for the 
second variable. Thus, the total number of time series considered was equal to ten. 

The size of an ex ante forecasting sample, which determined a total forecasting horizon, varied 
for each time series from one to 14 days, with the sampling step of one day. 

The general description of the considered time series is given in Table 1. The fragments4  of the 
time series are displayed in Fig. 8. 

Prior to determining an appropriate forecasting model and developing ex ante forecasts, the 
main statistical parameters and properties of each time series were estimated. The corresponding 
procedures included: 

− assessment of the main sample parameters (mean, variance, median, etc.); 
− testing for stationarity by means of the runs test and reverse arrangement test [24; 49, p.767]; 
− evaluation of the autocorrelation function; 
− evaluation of the Hurst coefficient; 
− testing for periodicity. 
 

In the case of time series (E)-(J), characterizing telephone network traffic, the reverse 
arrangement test accepted the null hypothesis of the stationarity of both the mean and the variance at 
significance level  α = 0.05. For time series (A)-(D), characterizing Internet network traffic, the 
reverse arrangement test revealed the instability of the variance at significance level α = 0.05. 
Nevertheless, the deviation of the number of reversals from the critical limits was slight. Already at 
significance level α = 0.02, the hypothesis about the variance stationarity was accepted in most cases 
considered. Therefore, it was decided not to apply further measures to stabilize the variance. 

The analysis of the autocorrelation function indicated the presence of periodic components. The 
influence of strong autocorrelation dependencies was observed not only between the adjacent members 
but also between the quite remote ones. It points at the “long history” of an underlying process, which 
provides the opportunity to produce reliable forecasts into a rather distant future. The persistency of 
the analyzed time series was confirmed by the Hurst coefficient as well, which exceeded 0.5 for all the 
time series analyzed. However, this estimate is often criticized and purely optional due to its 
inaccuracy.  Besides, it is worth noting that the value of the Hurst coefficient cannot be directly 
incorporated into a forecasting model. 

                                                
4 Each fragment displays the observations over the first two weeks of a considered data sample 
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The spectral analysis of the IP network traffic pointed at the periodical components of the 
periods equal to 24 hours and 7 days. In the case of telephone traffic, the largest periods of the 
seasonal component comprised 12 hours, 24 hours and 7 days. 
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Time series (C) & (D)
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Time series (E), (F) and (G)
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Fig. 8 Fragments of examined time series 

 
 

• Description of Forecasting Technique 
 
The main goal of the practical studies was to examine the statistical properties of certain data 

sets and to develop such a neural network, which was capable of modelling the underlying processes 
and producing the reliable low-error forecasts for a pre-defined forecasting horizon. 

The selection of appropriate neural network models and the development of ex ante forecasts 
were fulfilled according to the algorithm shown in Fig. 5. The diagram of the neural network, applied 
in the empirical studies, is shown in Fig. 9 . The main parameters of the neural network, which stayed 
unchanged for all the models during a training process, are summarized in Table 2. 

The appropriate architecture of a neural network was determined as follows. According to the 
universal approximation theorem [5, 15] the number of hidden layers in all the examined neural 
networks was equal to one. The size of an input window was set according to the largest period of the 
cyclic component identified by means of a Fourier analysis. The number of output neurons was equal 
to one and implied one-step-ahead forecasting. The number of hidden neurons varied from one to ten. 
The adaptive methods of network pruning [2, p.359] or growing [2, p. 357; 13, p. 250] were not 
implemented. The procedures of verification and residual testing were applied to each of these models. 
Although the process of verifying all the possible architectures is time-consuming, it provides an 
opportunity to preserve the purity of experiments. 
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Fig. 9 Diagram of the neural network (multilayer perceptron) applied in the empirical studies 

 
The initial weights were randomly drawn from the diapason of uniformly distributed small 

values. All the network architectures were reinitialized and retrained a hundred times. 
 

Table 2 General specification of the developed neural network  
 

Stage Parameter / Procedure Parameter Value / Procedure Description  

Type of a network Fully connected time-lagged feed forward network 

Number of hidden layers 1 

Number of output neurons 1 

Selection of network 
type and topology 

Activation function Hidden layer – hyperbolic tangent; output layer – linear function 

Number of training epochs 600  

Training algorithm Back propagation  & conjugate gradient descent 

Error function Mean squared error 

Learning rate 0.1 

Momentum term 0.3 

Method of weight initialization  Randomized values from a uniform distribution 

Selection of training 
parameters 

Number of times to randomize weights 100 

Methods to prevent over-learning Cross-validation [13, p.218] , weight regularization [47] 

Size of training, validation and test subsets At a ratio of 3:1:1   Training optimization 

Stopping criterion Invariable or increasing  training error during 50 epochs 

Parameters of in-sample evaluation  R, MAE, RMSE, MAPE, AIC, BIC 

Diagnostic testing of residuals LM- type test , χ2 - test 
In-sample and 
out-of-sample 

evaluation 
Parameters of out-of-sample evaluation RMSE, MAE, MAPE, Diebold-Mariano criterion [6] 

 
In order to avoid the effect of over-training, the cross-validation technique [13, p.218] was 

implemented. The basic sample was divided into training, validation and test subsets at a ratio 3:1:1. A 
splitting scheme was random and changed for each training cycle. This approach does not allow 
“getting stuck” in local minima and increases the stability of a system, since the process of searching a 
global minimum is carried out in different directions and do not rely on  a particular set of time series 
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observations. Another measure to avoid over-training was weight regularization [47] applied without 
subsequent deletion of synaptic connections and neurons. 

A training process was realized by means of the software package StatSoft STATISTICA 7.0. 
A two-stage training process was implemented. During the first stage a multilayer perceptron was 
trained by the back propagation during one hundred epochs, with learning rate 0.1 and momentum 0.3. 
It usually gives the opportunity to locate the approximate position of a reasonable minimum. During 
the second stage, a long period of conjugate gradient descent (500 epochs) was used, with a stopping 
window of 50, to terminate training once convergence stopped or over-learning occurred. Once the 
algorithm stopped, the best network from the training run was restored. 

The input data of a neural network were corrected for obvious anomalous outliers, the reason of 
which was temporal malfunction of network equipment, and for anomalous patterns, which took place 
as a result of public holidays falling on the days of a workweek. The input data sets were also 
transformed to the range ]1,1[−  by means of the linear transformation.  

The final forecasts produced by neural networks were compared to those produced by the 
models of seasonal ARIMA, seasonal exponential smoothing as well as “naïve” methods. In order to 
evaluate statistically significant differences between the forecasts developed for various forecasting 
horizons, the Diebold-Mariano [6] criterion was implemented. It is non-parametric and tolerant to 
different deviations from the classic assumptions about the properties of forecast errors. In particular, it 
can be applied even if forecast errors are non-Gaussian, serially correlated, contemporaneously 
correlated and have a non-zero mean.  
 

• Estimation of Practical Results  
 
The results of fitting and verifying the statistical models and neural networks, the estimates of 

their in-sample and ex ante accuracy are summarized in Volume 2 of the thesis. The following main 
operations were conducted for each time series: 

− appropriate models of multilayer perceptrons, SARIMA models and exponential smoothing 
were identified and varified; 

− ex ante forecasts were produced by means of different models and evaluated for the accuracy; 
− statistically significant differences between the final ex ante forecasts developed for various 

forecasting horizons were identified by means of the Diebold-Mariano test. 
 

The accuracy of final forecasts was evaluated by means of such standard parameters as MAE 
(mean absolute error), RMSE (root mean squared error) and MAPE (mean absolute percentage error), 
the latter of which raises the greatest interest (see Fig. 10). 

 
Accuracy of neural network forecasts evaluated by the mean absolute percentage error 
 
For time series (A)-(D) describing IP network traffic, the MAPE estimates do not practically 

change or slowly grow with the increase of a forecasting horizon from 24 hours to 14 days. It points at 
the opportunity to increase a lead time, for which reliable forecasts can be produced. 

For time series (E)-(G) characterizing telephone network traffic, the MAPE estimates grow fast 
with a forecasting horizon, and already for the forecasts obtained two weeks ahead, exceed 30 per cent. 
It means that a maximum forecasting horizon is achieved. In turn, for time series (H)-(J) aggregated 
over one-hour intervals, the MAPE estimates do not practically change or slightly increase with a 
forecasting horizon. It would allow to extend a forecasting horizon further. 

For time series (A) and (B), the MAPE estimates of neural networks and statistical models 
comprise 20-25 per cent. This reveals a satisfactory accuracy of the produced forecasts. For time series 
(C) and (D) the MAPE of statistical models and neural networks is around 10-15 per cent, which 
demonstrates a good accuracy of produced forecasts. 
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Fig. 10 Estimates of the accuracy of the final ex ante forecasts produced by neural networks 
(a) against the length of a forecasting horizon; (b) at consecutive one-day sampling intervals5 

 
For time series (E)-(G) the MAPE estimates of neural networks comprise 21-32 per cent, which 

is the evidence of a satisfactory accuracy of the produced forecasts. For time series (H)-(J), the MAPE 
of neural networks is around 14-21 per cent. It points at a good accuracy of the forecasts. 
 

Statistically significant differences between the forecasts produced by different methods 
 
The final forecasts produced by various methods (neural networks, SARIMA and seasonal 

exponential smoothing) look very similar. Besides, it is not easy to select a forecasting model, taking 
into account only the standard accuracy parameters. Therefore, the identification of statistically 
significant differences in accuracy of the forecasts, developed by different methods, raises a special 
interest. 

For these purposes, the Diebold-Mariano test was applied to the forecasts produced 24 hours, 7 
days and 14 days ahead. The first group of forecasts can be considered as operative forecasts, while the 
second and the third ones – as short-term forecasts. The results of testing a null hypothesis of the 
absence of statistically significant differences between the forecasts, at significance level α = 0.05, are 
summarized in Table 3. 

For time series (A)-(D) characterizing IP network traffic, the forecasts produced by one or 
another linear method (SARIMA or exponential smoothing) do not lose in accuracy to the forecasts of 
neural networks, in all 12 analyzed cases. In two out of 12 cases, the forecasts produced by neural 
networks are statistically equivalent to the seasonal naïve forecasts as well.  

For time series (E)-(J) characterizing telephone network traffic, the forecasts produced by 
neural networks are statistically equivalent to the forecasts produced by one or another linear method 
in 14 out of 18 analyzed cases. In the other four cases, a neural network outperforms in forecasting 

                                                
5 The MAPE estimates are calculated for the data moved along the y-axis by the distance of 0.5 Erl. It is required as the 
telephone traffic contains zero values. Even if this procedure distorts the actual values of absolute percentage errors of the 
observations which are not zero, it gives the opportunity to evaluate the dynamic changes of MAPE over different 
forecasting horizons. 

 (a) (b) 
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accuracy both SARIMA and seasonal exponential smoothing. In 4 out of 18 analyzed cases, 
statistically significant differences were not identified between the forecasts produced by neural 
networks and seasonal naïve methods.  
 

Table 3 Final neural network forecasts in comparison with the forecasts produced by other methods6 
 

А В С D                             Time series/ 
Forecasting horizon 

Forecasting method  24 
h 

7 
d 

14 
d 

24 
h 

7 
d. 

14  
d. 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

SARIMA ↑ = = ↑ = = ↑ = ↑ = = = 

Seasonal exponential smoothing = ↓ ↓ = ↓ ↓ = ↓ ↓ ↓ ↓ ↓ 

“Naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ 

Seasonal “naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ = ↓ = ↓ ↓ ↓ 

 
Notes: 
=  the forecast, produced by  the specified method, is statistically equivalent to the neural network forecast; 
↑ the forecast, produced by the specified method, outperforms in accuracy the neural network  forecast; 
↓  the forecast,  produced by  the specified method, loses in accuracy to  the  neural network  forecast. 
 

Impact of the length of a read-out period on forecasting accuracy 
 
For all the analyzed time series, the increase of a read-out period allowed increasing the 

accuracy of the produced ex ante forecasts. On average, the increase of a read-out period from 15 
minutes to one hour decreased the MAPE values of a neural network for 10 per cent. This is primarily 
due to the reduction of time series variance, which simplified the selection of an appropriate statistical 
model as well. 
 

Impact of the size of a basic sample on forecasting accuracy 
 
For time series describing the traffic of both an IP network and a conventional telephone 

network, the increase of the size of a basic fit sample (i.e., the increase of the number of training 
patterns) did not lead to a substantial increase in accuracy of neural network forecasts. 

In the case of IP network traffic, the MAPE estimate is slightly lower for time series (D) than 
for time series (C), although these differences are insignificant. For telephone network traffic, the 
MAPE estimates are a bit lower for time series (G) than for time series (E) and (F) but these 
differences are also insignificant. 

In the case of telephone traffic aggregated over one-hour intervals, the increase of a basic 
sample from 12 to 18 weeks, in contrast, resulted in a slight increase in the level of forecasting errors. 

                                                
6 The identification of statistically significant differences in forecasting accuracy was conducted by the Diebold-Mariano 
test at significance level α=0.05. 

E F G H I J    
 Time series/ 
Forecasting 

horizon 
Forecasting method 
 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d. 

24 
h 

7 
d 

14 
d 

SARIMA = = = = ↓ ↓ = ↓ ↓ = = = = = = = = = 

Seasonal exponential smoothing = = = = ↓ ↓ = ↓ ↓ = = = = = = = = = 

“Naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ 

Seasonal “naïve” forecast = ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ = ↓ ↓ = ↓ ↓ = ↓ ↓ 
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MAIN CONCLUSIONS AND RECOMMENDATIONS 
 

The main aim of the research – to address and solve the problems, raised by the production of 
short-term traffic forecasts by means of neural networks, has been achieved. Taking into account the 
results of practical and theoretical studies conducted in the thesis, the following main conclusions and 
recommendations, regarding the application of forecasting models in network traffic forecasting, have 
been specified. 

 
The proposed algorithm, aimed at short-term traffic forecasting by means of neural 
networks, allow automating the identification of a neural network solution with minimal 
involvement and influence of expert assessment and human factors.  

 
Neural networks traditionally involve expert assessment at all the stages of application. The 

algorithm, developed in the thesis, allows minimizing the influence of a human factor and helps 
finding the solutions resulting in reliable forecasts with a minimum level of errors. The MAPE 
estimates of examined ex ante forecasts vary from 10 per cent (in the case of averaging over one-hour 
intervals) to 30 per cent (in the case of averaging over 15-minute intervals). This confirms the 
possibility of applying these models in real-life conditions. The criteria for selecting a final forecasting 
model proposed in the thesis – the lowest estimate of the information criterion and statistically 
insignificant residual autocorrelation can be successfully applied to linear statistical methods as well. 

 
The properties of self-similarity and long-range dependence of packet-switched network 
traffic are only observable in the case of aggregation in a very large scale – usually, over the 
intervals from a few milliseconds to a few minutes. 

 
From the point of view of analysis and forecasting, an excessively large scale of time series is 

not useful. The process of fitting a forecasting model to an examined time series will be complicated 
due to correlations between remote observations as well as strong influence of extraneous noises and 
anomalous outliers, which inevitably accompany the large-scale measurements. It is also necessary to 
understand that the longer the period of sampling / aggregation, the longer is the horizon, for which 
reliable forecasts can be produced. Therefore, taking into account ITU-T Recommendation E.492 [17], 
it is advised to average the initial measurements of network traffic over 15-minute and / or one-hour 
intervals. In this case, the factors determining the statistical structure of a real traffic process refer to 
seasonal effects and monotonous trends, which are primarily associated with the behaviour of 
subscribers / users and the influence of technological progress. 

 
Reliable operative and short-term forecasts of traffic dynamics can be produced by means of 
linear statistical models, if the aggregation / sampling period of time series is set in 
compliance with ITU-T Recommendation E.492. 
 
The real time series analyzed in the thesis are typical for these types of loads and incorporate 

both daily and weekly cycles. It means that for many other time series with similar read-out periods, 
statistical properties and autocorrelation structure, the production of reliable operative and short-term 
forecasts can be conducted by applying linear statistical models and methods. The process of 
forecasting by means of neural networks requires substantial time resources for training, apart from an 
intensive test-and-trial estimation of many parameters. The time required for series modelling and 
forecasting by means of neural networks exceeds the time required for producing a forecast by means 
of linear methods by several orders of magnitude. Therefore, this conclusion is important for 
successful forecasting in real operating conditions. 
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A neural network is capable of modelling and predicting seasonal time series in a direct way, 
without prior deseasonalization.  
 
In developing a seasonal neural network, the most important aspect to consider is the 

appropriate size of an input window, which has to be set according to the largest period of a seasonal 
component.  
 

In order to produce reliable forecasts of network traffic represented as periodic time series, it 
is necessary to focus on the seasonal modifications of such linear models as ARIMA and 
exponential smoothing. 
 
In contrast to the series, synthesized by such formal models as fractal Brownian motion, real 

time series often incorporate seasonal and / or cyclic components and require the application of 
seasonal modifications of classic linear models. Just as in the case of neural networks, correct 
identification of the periods of a seasonal component is of great importance. 

 
• Potential Directions for Further Research 

 
The method of neural networks is, certainly, one of the most perspective tools in traffic 

forecasting. Further study directions has to be aimed at developing the algorithms and methods of real-
time forecasting that currently raise some difficulties due to insufficient capacity of computing 
equipment and intensive involvement of human expertise. 

Another interesting research direction is to develop fast and reliable methods of constructing 
the confidence intervals for the forecasts produced by neural networks. This problem has not been 
solved yet due to the necessity of estimating a very large number of free parameters, each of which 
contributes a share of uncertainty.  
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GENERAL DESCRIPTION OF THESIS 
 

• Topicality of Subject Matter 
 

The subject of the promotion thesis is short-term network traffic forecasting by means of neural 
networks. Forecasting is a special research study aimed at the evaluation of future development of 
objects or phenomena. Forecasts have to precede strategic planning, assess the potential directions of 
development, and take into account the consequences of fulfilment or failure of plans. 

There are three main parameters, the prediction of which plays an important role in design, 
optimization and performance of modern telecommunications networks. They are: 

 
1) Traffic loads produced by users or subscribers, 
2) Number of users / subscribers or telephone lines, and  
3) Demand of inhabitants for telecommunications services. 

 
These parameters are closely interrelated and their reliable forests are determined not only by 

accurate computing methods but also by financial capabilities of an operator. However, from both a 
theoretical and practical point of view, forecasts of traffic dynamics raise the most interest. It is also 
one of the strategic engineering tasks specified by ITU-T. 

The topicality of the problem of forecasting lies in the fact that knowledge of network 
performance facilitates network management, in particular – helps to develop the algorithm of 
preventing an overload of transmission channels. Accurate and reliable forecasts allow planning the 
capacity of a network on time and sustain the required level of quality of service. Besides, the 
properties of network traffic directly influence both capital costs of equipment and expected income of 
an operator. 

The emergence of packet-switched Internet networks as well as transformation of traditional 
telephone networks into multi-service systems provides new opportunities to a user in the sphere of 
his/ her activities. It has changed not only the architecture of a network but also statistical nature of 
teletraffic, which is now characterized by the effects of self-similarity and strong long-range 
dependence. Therefore, new approaches to the analysis and forecasting of states and parameters of 
packet-switched networks are strongly required. A non-linear neural network is one of these methods, 
which is rapidly gaining recognition in time series forecasting. 

We can often hear that neural networks are more art than science. This is primarily due to the 
lack of a functional algorithm for applying neural networks to time series forecasting. Because of that, 
the active expert assessment is still necessary at all the stages of implementation, which prevents the 
automation of a forecasting process. It is also important to understand that, in contrast to some linear 
time series methods, neural networks have not originally been developed to meet the challenges of 
forecasting. 

The attempts to predict the traffic loads of both a conventional telephone network and a packet-
switched Internet network by means of neural networks have been made many times in the past. 
However, most of these research papers solve a trivial task of time series approximation, with more or 
less success, without taking into account a general theory of neural networks and time series 
forecasting. Thus, the main problems of applying neural networks to network traffic forecasting are:  

 
− the absence of a consistent and efficient algorithm for applying the method of neural networks 

in time series forecasting;  
− the absence of efficient and comprehensive criteria for selecting the final forecasting model and 

evaluating its quality. 
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• Objects of Research 
 

The objects of this research are the time series of different lengths and aggregation rates, which 
describe: 

− traffic of a conventional circuit-switched telephone networks (i.e. POTS); 
− traffic of a packet-switched IP network. 

 
The real measurements of IP network traffic were taken at the transport layer. All the 

measurements were brought to a form suitable for further statistical analysis and forecasting.  
 

• Main Goal and Tasks 
 
The main goal of the promotion thesis is to address and solve the problems related to the use of 

neural networks in time series forecasting, and, after real data testing and comparing the produced 
results, give practical recommendations on the effective application of neural networks and statistical 
models to network traffic forecasting.  

 
The main tasks of the thesis are formulated as follows: 

 
1) Develop a functional algorithm for implementing neural networks to solve a short-term 

forecasting task, which would provide a maximum automation of the process of selecting an 
optimal model and guarantees an appropriate quality of forecasts. 

2) Give practical recommendations on 
− selecting the models and methods to produce the operative forecasts (for 24 hours ahead) and 

short-term forecasts (for up to two weeks ahead); 
− verifying a forecasting model; 
− producing operative  and short-term forecasts (or ex ante forecasts); 
− assessing the accuracy of forecasts  (or ex ante forecasts). 
3) Produce the empirical operative and short-term forecasts of traffic of conventional telephone 

networks and packet switched IP networks by applying the method of neural networks, 
evaluate the accuracy of forecasts and compare them with the forecasts produced by traditional 
linear models and “naïve” methods. The topicality of this problem is mainly related to the fact 
that complexity of neural networks has provoked strong opinion about their advantages over 
simpler linear methods in solving a forecasting task. However, none of the scientific papers or 
books, known to the author, has accomplished a comprehensive comparison of the results 
produced by non-linear neural networks and traditional linear methods.  

 
• Hypothesis to Defend 

 
The author advances the hypothesis that: 

 
− the proposed algorithm of solving a forecasting task with neural networks allows automating 

the identification of neural network solutions, which are capable of producing reliable 
forecasts;  

− reliable operative and short-term forecasts can be produced by using not only non-linear neural 
networks, but also simpler linear models such as ARIMA and exponential smoothing, if an 
aggregation / sampling period of packet-switched network traffic is properly selected (usually 
over some minutes); 

− neural networks outperform linear methods in the case of predicting traffic of real telephone 
networks, if the observations are taken over relatively small read-out periods (e.g., over 15-
minute periods following ITU-T Recommendation E.492).  
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• Main Methods of Research 

 
In order to fulfil the indicated tasks, the following main methods were applied: 

 
1) Neural networks – the method of artificial intelligence and universal approximator, which 

allows revealing non-linear dependencies of stochastic processes. 
2) Autoregressive integrated moving average models (ARIMA) and exponential smoothing – the 

classic linear methods of time series forecasting, which are useful for modelling and 
forecasting short-range dependent processes. 

3) Spectral analysis helps to identify the periodic and quasi-periodic components of time series. It 
is also useful in evaluating the Hurst exponent. 

4) Correlation analysis allows identifying the statistical dependencies between members of a time 
series taken with a time shift (autocorrelation) or statistical bonds between two processes 
(cross-correlation). 

5) Regression analysis is helpful in identifying the reliable model for a trend component, if any. 
6) The methods of non-parametric statistics are useful in testing the hypothesis of stationarity or 

normality of time series in the absence of clear knowledge about the probability distribution of 
a process. 

 
• Structure 

 
The thesis consists of two volumes. The first volume contains four main chapters: 

− Chapter 1 examines the main aspects and prerequisites of network traffic forecasting.  
− Chapter 2 describes in detail the methods applied in the practical studies, such as non-linear 

neural networks, ARIMA models, exponential smoothing models and “naïve” methods. 
− Chapter 3 highlights the main contribution of the author to the theory of time series 

forecasting. The description of the proposed advanced algorithm and the main aspects of its 
practical realization are given in detail. 

− Chapter 4 analyzes the results of  practical studies. 
 

The first volume consists of 174 pages and contains 25 figures and 11 tables. The list of cited 
literature and other sources includes 207 bibliographic names. The second volume includes 96 annexes 
and consists of 116 pages. 

 
• Novelty 

 
The novelty of the thesis is attributed to the following original results: 
 
Based on the methods of mathematical statistics and theory of neural networks, there has 

been developed an advanced algorithm aimed at solving the task of short-term traffic forecasting by 
means of  neural networks. 

 
In comparison to most classic schemes of setting a neural network to fulfil a certain task (see, 

for example, [9; 53, p. 84]), the proposed algorithm focuses on the estimation of forecasting abilities 
rather than approximation accuracy, allows automating the process of determining an optimal solution 
and includes three procedures, which are:  

 
 

− the use of multiple cycles of weight initialization of a neural network during a training process; 
− the procedure of selecting the intermediate forecasting model, taking into account the residual 

autocorrelation and the estimates of information criteria; 
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− the procedure of selecting the final forecasting model, taking into account the accuracy of ex 
ante forecasts. 
 
The incorporation of these procedures into a classic algorithm allows identifying neural 

network solutions in a more effective way and significantly improves the accuracy and reliability of 
produced forecasts. 

Neural networks belong to heuristic methods. It implies that the identification of optimal 
parameters of architecture and learning should involve intensive test-and-trial procedures, since these 
parameters do not comply with strict mathematical rules. The algorithm, proposed in the thesis, is also 
based on the experience of the author and represents the results of years of the practical studies of real 
time series. However, the motivation of including these procedures into the algorithm arises from the 
theory of neural networks and time series forecasting.  
 

For the first time, there has been conducted a profound statistical analysis of real network 
traffic forecasts, produced by non-linear neural networks, classic linear methods and “naïve” 
methods. 

 
Statistically significant differences in accuracy have not been identified between the forecasts 

produced by neural networks and classic linear models in most cases tested by the Diebold-Mariano 
criterion [6]. The analyzed time series are typical for these categories of traffic loads. It means that 
linear statistical methods would produce reliable and accurate operative / short-term forecasts for many 
other time series with similar statistical properties as well. 

 
• Practical Significance 

 
The proposed algorithm and practical recommendations can be applied to produce operative 

and short-term forecasts of telephone network traffic as well as packet-switched Internet traffic 
generated at the transport and application layers. In turn, the produced forecasts can be useful in 
planning the capacity of transmission channels, thereby providing the required level of quality of 
service (QoS).  

The algorithms and recommendations developed by the author can be applied to other time 
series with similar statistical properties – for example, in producing predictions of power consumption 
or road traffic. 
 

• Approbation 
 

The proposed algorithm and recommendations were successfully applied to produce the 
forecasts of several time series describing the traffic of real telecommunications networks. Operative 
and short-term traffic forecasts have been obtained for:  
 

− the circuit switched telephone network of Augstceltne SIA, which specializes in maintenance of 
corporate customers; 

− the packet switched  IP network of INBOKSS SIA, which specializes in providing free e-mail 
services. 

 
The results of the thesis were declared and discussed at the following scientific conferences: 
 
1) The 9th International Conference Reliability and Statistics in Transportation and Communication 

(RelStat`09), Riga, Oct. 21-24, 2009. Topic of presentation – Forecasting Network Traffic: A 
Comparison of Neural Networks and Linear Models. 

2) The 50th  International Scientific Conference of Riga Technical University, Riga, Oct.14-16, 2009. 
Topic of presentation– An Advanced Algorithm for Forecasting Traffic Loads by Neural Networks.  
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3) The 28th Annual International Symposium on Forecasting, Nice (France), June 22-25, 2008. Topic 
of presentation – Preprocessing of Input Data of Neural Networks: The Case of Predicting 
Telecommunication Network Traffic. 

 
The other reports at scientific conferences associated with the subject of the thesis: 
 
4) The 18th European Regional Conference of the International Telecommunications Society, Istanbul 

(Turkey), Sep. 4-6, 2007. Topic of presentation – Perspective Evaluation of the Electronic 
Communications Market in Latvia. 

5) The 6th International Conference Reliability and Statistics in Transportation and Communication 
(RelStat’06), Riga (Latvia), Oct. 25-28, 2006. The theme of presentation – Forecasting Methods 
and Long-term Evaluation of the Electronic Communications Market in Latvia. 

6) The 17th European Regional Conference of the International Telecommunications Society. 
Amsterdam (Netherlands), Aug. 22-24, 2006. The theme of presentation – New Technologies and 
their Influence on the Universal Service Policy. 
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Europe 2005), Porto (Portugal), Sep. 4-6, 2005. The theme of presentation – The Necessity of 
Including Mobile Telephony in a Minimum Set of Universal Service. 
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Providing the Universal Telecommunications Service in Latvia. 
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1) Klevecka, I. “Forecasting Traffic Loads: Neural Networks vs. Linear Models.” Computer 
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SYNOPSIS OF THESIS 

 
CHAPTER 1  MAIN ASPECTS OF NETWORK TRAFFIC FORECASTING 
 
Chapter 1 examines the aspects of applying the models and methods of time series theory to network 
traffic forecasting. Main statistical properties and genesis of time series are discussed. The chapter 
also contains a review of scientific papers dedicated to traffic forecasting carried out by means of 
neural networks. 
 

• Concept of Time Series 
 

In modeling and forecasting we usually assume that network traffic is represented as time 
series. A time series is a time-ordered sequence of observation values of a physical variable, usually 
made at equally spaced time intervals t∆ , represented as a set of discrete values )(),(),( 21 Ntxtxtx K . 
In statistical analysis, this sequence of N observations is often considered as a sample taken from a 
longer general sequence of random numbers. The observations or elements of time series are typically 
labeled in accordance with a time moment they refer to (e.g., 321 ,, xxx ). Thus, the order of the 
elements of a time series is of great importance. 
 It is necessary to keep in mind that, unlike the observations of random variables, the elements 
of time series are not statistically independent [49, p.780]. Some rules and properties of the statistical 
analysis of random samples cannot be applied to time series, and this requires the implementattion of 
specific methods and approaches. On the other hand, the correlations between time series observations 
set up a specific base for predicting an analyzed variable, i.e. for producing the estimate )(ˆ LNx +  of an 
unknown value x(N+L) taking into account the historical values )(),(),( 21 Ntxtxtx K , where N is the 
length of an analyzed time series and L is a forecasting horizon. 

The genesis of observations is the structure and classification of the main factors, under the 
influence of which the values of time series are formed.  There are four types of such factors and 
components of time series [49, p.781; 52, p.242; 57, p.354]: 

1) Long-term factors form the general dynamic tendency of an analyzed parameter )(tx . This 
tendency is usually described by a deterministic non-random function called a trend.  

2) Seasonal factors determine the tendency, which changes regularly during a certain period (a 
day, week, month etc.). Since this function has to be periodic (with periods, proportional to 
“seasons”), its analytical expression involves the use of trigonometric functions. 

3) Cyclic factors determine the longer periods of relative rise and fall. The cyclic component may 
contain the cycles of economic, demographic or astrophysical nature, and varies in amplitude 
and length. As a rule, the length of a cyclical component exceeds one year. 

4) Random (irregular) factors determine the stochastic nature of time series members. A random 
component is formed as a result of superposition of many external factors, which are not 
involved in the formation of a deterministic component. 
 

The deterministic components of network traffic can be classified as follows [19, p.42; 45, 
p.44]: 
 

1) 24-hour cycle. It has been known for a long time that sigmoidal models (logistic model, 
Gompertz model, etc. [22; 23]) are optimal for describing the traffic dynamics within a day [58, 
p.202].  

4) Weekly cycle is usually characterized by the decrease of traffic during weekends, and can be 
described by means of a Fourier series. 

5) Annual cycle. It is believed that the level of network traffic is higher at the beginning of a 
month, after a festival season and at the beginning of each quarterly period. 
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6) Linear trend. The overall traffic increases year by year due to the influence of technical 
progress and socio-economic factors.  
 
If we identify accurately a deterministic component, then the residuals of a time series will be 

an irregular stochastic component. Its behavior cannot be fully predicted in advance. In other words, 
every observation gives only one option among many possible. In order to describe and predict this 
component of a time series, the methods and concepts of probability theory are involved. 

 
• Aspects of Forecasting Transmission Capacity of Packet Switched Networks 

 
Transmission capacity is one of the most important parameters characterizing the quality of 

networks. For the purposes of forecasting, the measurements made at the transport layer are usually 
considered. These time series describe either the number of arriving packets or the level of traffic / 
transmission rate measured in bytes over discrete time intervals. 

The methods of network traffic forecasting are partially determined by ITU-T 
Recommendations E.506 [16] and E.507 [18]. Even these recommendations have been developed for 
ISDN networks, some of the forecasting methods described there can be still applied to modern 
telecommunications networks. These methods are the autoregressive integrated moving average 
models (ARIMA) [3] and exponential smoothing [12]. 

The traffic of packet switched IP networks is characterized by such statistical effects as self-
similarity and long-range dependence [20, p.150; 28; 37; 41; 56, p.53]. The stronger post-effects, the 
longer is a forecasting horizon, for which reliable forecasts can be produced. However, it is also a 
disadvantage, since the estimation and selection of an adequate model, which would take into account 
all significant correlations between the members of a time series, becomes labor-intensive [40]. 

At the same time, there has been disseminated intensively the myth regarding impossibility of 
applying traditional linear methods to predicting packet switched IP traffic and the necessity to use 
more complicated non-linear methods such as neural networks. 

Indeed, neural networks offer some additional opportunities in modelling non-linear processes 
and recognizing chaotic behaviour. Owing to their great flexibility, these networks can recognize a 
variety of structures. However, numerous practical studies dedicated to traffic forecasting usually miss 
the fact that fractal properties of packet-switched traffic have a significant influence on a forecasting 
process only in the case of measurements on a very large scale – over the aggregation periods varying 
from milliseconds to some minutes. This fact has been confirmed by the author’s practical studies as 
well as a number of other research papers [36, 39, 40]. 

Fig. 1 is the illustration of this idea, where the real measurements of transmission rate are 
shown against an aggregation period. A visual analysis of the traffic aggregated over 1 and 10 seconds 
reveals stochastic self-similarity [37]. However, increasing the aggregation period up to one minute, 
and then – up to five minutes, we can see that a traffic trace becomes more even, its variance 
significantly decreases and the influence of deterministic components starts to play a leading role. 

From the point of view of time series forecasting, a very fine sampling scale is unreasonable. In 
this case, the selection of a relevant statistical model is complicated due to the strong influence of 
autocorrelations between distant observations of times series as well as extraneous noises and 
anomalous outliers, which unavoidably accompany the large-scale measurements.  Besides, an 
aggregation / sampling period also determines a forecasting horizon, for which reliable forecasts can 
be produced. In other words, a potential forecasting horizon for time series, aggregated over, for 
example, one-second periods is different from the one for time series aggregated over 24-hour 
intervals. 

At present, real-time forecasting with neural networks is hard to implement in practice. Apart 
from the necessity to select and evaluate many parameters, often – in empirical way, some substantial 
time resources are necessary for training a neural network. Therefore, taking into account ITU-T 
Recommendation E.492 [17], it is desirable to average measurements of network traffic over 15-
minute and / or one-hour read-out intervals. In doing so, the main factors determining the statistical 
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structure of real network traffic are seasonal effects and monotonous trends, the main reasons of which 
are human behaviour and technical progress (see Fig. 2). 

It has been shown in the practical part of the thesis that statistical properties of such time series 
become similar to statistical properties of traditional voice traffic. At an intuitive level, it gives us the 
opportunity to assume that the methods of modelling and forecasting of these processes would be 
similar as well, if the appropriate length of a read-out period is selected.  
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Fig. 1 Real packet-switched traffic recorded over different aggregation periods 

 

 
Fig. 2 Statistical effects of packet-switched traffic depending on a time scale [10, with author’s amendments] 

 
The main accent of this thesis has been put on the application of neural networks (i.e., a 

multilayer perceptron) to forecasting the traffic of both a traditional telephone network and a packet-
switched IP network. Following the principle of Ockham’s razor – choose a parsimonious model, – it 
makes sense to compare the accuracy of forecasts produced by means of non-linear models with those 
produced by traditional linear models. To pursue this goal, the models of ARIMA and exponential 
smoothing (as the methods recommended by the ITU-T) as well as “naive” methods, have been 
chosen. If there are no statistically significant differences between the forecasts produced by neural 
networks and linear methods, then the application of such a complicated and time-consuming method 
as neural networks becomes unnecessary. 
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CHAPTER 2  METHODS OF NETWORK TRAFFIC FORECASTING 
 
Chapter 2 gives an overview of the models and methods of network traffic forecasting applied in the 
practical part of the thesis such as non-linear neural networks (multilayer perceptron), seasonal 
autoregressive integrated moving average (SARIMA), seasonal exponential smoothing and “naive” 
forecasting methods. 
 

• Neural Networks 
 

A neural network is a massively parallel distributed processor made up of simple processing 
units, which has a natural propensity for storing experimental knowledge and making it available for 
use [13, p.2]. The development of artificial neural networks started in the beginning of the 20th century 
but only in the nineties, when some theoretical barriers were overcome and computing systems became 
powerful enough, neural networks have gained wide recognition. Even though neural networks can be 
implemented as fast hardware devices (and these realizations do exist in real life), most practical 
studies are performed by applying software simulations on conventional PCs. Software simulations 
provide low-cost flexible environment, which is sufficient for many real-life applications. Neural 
networks are acquiring popularity in the field of telecommunications as well, where they help solving 
various problems such as switching management, traffic management, routing, channel allocation in 
mobile transmission systems, etc. [54, p. 60]. 

The incorporation of time into the operation of a neural network allows to follow statistical 
variations in different processes described by time series, such as speech signals, radar signals, 
fluctuations in stock market processes, teletraffic processes and many others. The discussion of the 
role of time in neural processing can be found in fundamental paper [7]. 
 The temporal structure of an analyzed sample is usually built into the operation of a neural 
network in implicit way. In this case, a static neural network (e.g. a multilayer perceptron) is provided 
with dynamic properties [13, p.636]. For a neural network to be dynamic, it must be given memory 
which may be divided into short-term and long-term memory [35]. Long-term memory is built into a 
neural network through supervised learning, whereby the information content of the training data set is 
stored in the synaptic weights of the network. Short-term memory is built into the structure of a 
network through the use of time delays, which can be implemented at the synaptic level inside the 
network or at the input layer of the network.  
 Two types of neural networks, a back-propagation network (multilayer perceptron) and a radial 
basis function network, are considered to be suitable for temporal processing. Due to a number of 
reasons, the latter has not gained acceptance1. At the same time, numerous practical studies have 
proved that a multilayer perceptron solves successfully many various tasks such as pattern recognition, 
regression, function approximation, time series forecasting, cluster analysis, etc. Therefore, further we 
will focus on this class of neural networks.  
 A multilayer perceptron usually consists of multiple sensor elements (i.e., input nodes) forming 
an input layer, one or several hidden layers containing computational nodes, and one output layer. It is 
often trained according to the error back propagation algorithm. It is a supervised training algorithm, 
which is based on the error correction training rule and requires two computational flows – a direct 
one and a backward one – through all the layers of a network.  

Temporal pattern recognition demands processing of patterns that evolve over time, with the 
response at a particular instant of time depending not only on the present value of the input but also on 

                                                
1 Both a radial-basis function (RBF) network and a multilayer perceptron (MPP) belong to the class of universal 
approximations. Due to that, there always exists an RBF network capable of accurately mimicking a specified MLP, and 
vice versa. An MLP develops global approximations to nonlinear input-output mapping. In turn, an RBF network 
constructs local approximations using exponentially decaying localized nonlinearities (e.g., Gaussian functions). The latter 
is the reason of the popularity of MLPs – in order to approximate a nonlinear input-output mapping at the same degree of 
accuracy, an MLP requires the smaller number of parameters to determine and consequently, less time for completing a 
training cycle, in comparison with an RBF network [13, p. 293]. 
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its past values. Fig. 3 shows the diagram of a nonlinear filter built on a static neural network. Given a 
specific input signal consisting of the current time series value  x(t) and the Ω past values 

)}(,)2(),1({ Ω−−− txtxtx K stored in a delay line memory of order Ω, the free parameters are 
adjusted to minimize the training error between the output of the network, y(t), and the desired 
response, d(t) [13, p.645]. The structure shown in Fig. 3 can be implemented at the level of a single 
neuron or a network of neurons. 

 

 
 

Fig. 3 Temporal processing – nonlinear filter built on a static neural network [13, p.643] 
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Fig. 4 Time lagged feed-forward network2 [13, p.644; 35] 

 
The diagram of a time lagged feed-forward network is shown in Fig. 4. It is a powerful 

nonlinear filter consisting of a tapped delay memory of order Ω and a multilayer perceptron. The 
standard back propagation algorithm can be used to train this type of neural networks. At time t, the 
temporal pattern applied to the input layer of the network is the signal vector: 

 
TRNtxtxtxtxtx )}(,)2(),1(),({)( Ω−−−= K , (1) 

where 
TRN  – the length of a time series or a training subset. 

 
Eq. (1) describes the state of the nonlinear filter at time t. One training epoch consists of a 

sequence of patterns (states), the number of which is determined by the memory order Ω and the size 
of a training sample TRN . The output of a nonlinear filter, assuming that a multilayer perceptron has a 
single hidden layer and one output neuron, is computed from: 

 

                                                
2 The bias levels are omitted for convenience of representation. 
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where 
1ϕ  – activation function of a hidden layer; 

2ϕ  – activation function of an output layer; 

ζ,jw – synaptic weight of input synapse ζ of hidden neuron  j; 

jw  – synaptic weight of input synapse  j of an output neuron; 

ζ,jb  and jb  − biases; 

1m  − number of hidden neurons; 
Ω − order of linear delay memory.  
 

• Autoregressive Integrated Moving Average Models 
 

One of the most popular class of linear time series models refers to autoregressive moving 
average models (ARMA), including purely autoregressive (AR) and purely moving-average (MA) 
models as special cases. These models were initially introduced in the twenties of the last century but 
have been using actively only since 1970, when the fundamental book of Box and Jenkins [3] was 
published.  

In real-life network traffic modelling and forecasting, it is necessary to put an accent on the 
seasonal modifications of linear models, which are able to model and forecast the periodic time series. 
The application of non-seasonal models to seasonal time series can lead to the erroneous conclusions 
that linear models are not capable to model and make reliable forecasts of network traffic dynamics.  

The seasonal autoregressive integrated moving average model, denoted as 
sQDPqdpSARIMA ),,)(,,( , is given by [3, p.305]:  

 
t

s
Qqt

D
s

ds
Pp BBxBB εθφ )()()()( Θ=∇∇Φ , (3) 

where 
s – period of the seasonal component; 
p – order of the non-seasonal autoregressive operator; 
q –order of the non-seasonal moving average operator; 
d –order of the non-seasonal differencing operator; 
P – order of the seasonal autoregressive operator; 
Q – order of the seasonal moving average operator; 
D  – order of the seasonal differencing operator; 

B−=∇=∇ 11  – non-seasonal differencing operator; 
s

s B−=∇ 1  – seasonal differencing operator; 
)(Bφ  и )(Bθ   –  polynomials in B of order p и q , respectively, which satisfy the conditions of 

stationarity and invertibility;  
)(),( ss BB ΘΦ  – polynomials in sB  of order P и Q , respectively, which satisfy the conditions of 

stationarity and invertibility; 
),0(~ 2σε WNt – a white noise process. 

 
Let us assume that all the values of a time series K,, 1−tt xx  are known until time moment t. 

Then, the minimal mean squared error forecast 1),(ˆ ≥LLxt  at lead time L and origin t is the 
conditional expectation of Ltx +  [3, p.306]: 

 
],,,,|[][)(ˆ 1 K−++ Θ== ttLtLtt xxxExLx θ  (4) 
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Box and Jenkins proved that a forecast of the minimal mean squared error can be calculated 

directly from the model represented as a difference equation. For example, for the seasonal process of 
period 12=s , the forecast is given by [3, p.306] 

 
13121113121][)(ˆ −+−+−++−+−+−++ Θ+Θ−−+−+== LtLtLttLtLtLtLt xxxxLx εθεεθε  (5) 

 
After inserting the values of parameters θ и Θ into Eq. (5), we immediately obtain a minimal 

mean squared error forecast at lead time L calculated at origin t [3, p. 307]. The parameters of Eq. (5) 
are assumed to be known precisely, and a time series K,, 1−tt xx  is assumed to extend into the remote 
past.  

 
• Exponential Smoothing 

 
The method of exponential smoothing allow to produce the description of a process, according 

to which the last historical observations have the larger weights as compared to the earlier ones, and 
the weights decrease exponentially.  
 The simple exponential smoothing model is defined as [12]: 
 

ttt SS εα+= −1  (6) 
where 

tS  – smoothed level of the series computed after tx  is observed; 
α – smoothing parameter for the level of the time series; 

tε  – one-step-ahead forecast error; )1(ˆ 1−−= ttt xxε ; 

tx  – observed value of the time series at moment t; 
)1(ˆ 1−tx  - one-step-ahead forecast from origin 1−t ; 

 
There exist different modifications of exponential smoothing aimed at the analysis of non-

stationary time series with linear and nonlinear trend components, as well as seasonal time series with 
multiplicative and additive seasonality. Only the models with additive seasonality and / or a linear 
trend will be considered further in this section as they are the most suitable for the analysis of 
teletraffic processes. In exponential smoothing models, the additive seasonal component and linear 
trend of a time series are calculated from [12]: 

 
tstt II εαδ )1( −+= −  (7) 

  

ttt TT εγα+= −1  (8) 
where 

tI  – smoothed value of the seasonal component at the end of period t; 

tT  – smoothed value of the trend component at the end of period t; 
δ – smoothing parameter for the seasonal component; 
γ – smoothing parameter for the trend component.  
 

The estimation of a time series incorporating seasonal and / or trend components, is based on 
decomposition. The seasonal and trend components are estimated at each time moment independently 
by using a simple exponential smoothing model with parameters δ and γ. This method is known as the 
Holt-Winters’ exponential smoothing and is based on three smoothing equations – one for the level, 
one for trend and one for seasonality. 

For the time series with additive seasonality and a linear trend, the forecast for horizon L is 
given by [12]: 
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tLsttt TLISLx ⋅++= +−)(ˆ  (9) 

where 
)(ˆ Lxt  – forecast produced for horizon L from origin t. 

 
 The complete classification as well as the description of the methods of determining the 
optimal parameters of exponential smoothing models is given in [12]. 

 
• Naïve Forecasting 

 
It is desirable to compare the results, produced by various forecasting models, with so called 

naïve forecasts. In practical analysis of time series, a naïve forecast serves as the simplest benchmark 
forecast and can be produced in several different ways, of which the following two were applied in the 
thesis: 
 
1) The naïve forecast is the sample mean of an examined time series [33]: 
 

mxxxxELx ttLt
a

t ˆ],,,|[)(ˆ 11 == −+ K  for 1≥L  (10) 
 
2) The seasonal naïve forecast can be used with seasonal data and postulates that the forecast for one 

period ahead is equal to the same value of the last historical period of a time series [44]: 
 

sLtsttLt
b

t xxxxxELx −+−+ == ],,,|[)(ˆ 1K  for 1≥L  (11) 
 

If the comparison of forecasts produced by neural networks or statistical models with those 
produced by naïve methods does not reveal any statistically significant differences, then, perhaps, the 
use of the models in further forecasting of this particular time series is not required. 
 
 
CHAPTER 3  ALGORITHM FOR SOLVING A FORECASTING TASK WITH 

NEURAL NETWORKS 
 
Chapter 3 describes the author’s developed algorithm aimed at solving a time series forecasting task 
by means of neural networks. The innovative aspects of the algorithm are considered in detail. The 
chapter examines the methods of determining the parameters of multilayer perceptrons and provides 
some recommendations on the practical use of the algorithm, e.g., the preparation and pre-processing 
of input data, development of forecasts, estimation of the accuracy of forecasts, etc. 
 

As mentioned above, unlike classic linear methods, the method of neural networks was not 
initially aimed at modelling and forecasting time series. When applied to time series forecasting, 
neural networks are often criticized for the necessity to set many different parameters through test-and-
trial procedures, complications with producing and replicating a stable solution, high probability of 
over-learning, high demands for time resources and computational capacities. Besides, it is necessary 
to keep in mind that neural networks are sensitive to the quality of input data [24, 27, 55]. 

In order to facilitate and automate the process of time series modelling and forecasting, and 
compensate for the problems associated with instability of a produced solution, an advanced algorithm 
has been developed in the thesis. 
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 m1 – number of hidden neurons of a two-layer perceptron
K – maximum number of hidden neurons
V – total number of weight initialization cycles
IC – information criterion
LM – Lagrange multiplier type test
p(LM) – p-value (observed significance) of the LM-type test

– significance level 

m1:=m1+1
7

Produce the ex ante forecast (-s)

11

 
 

 
Fig. 5 Advanced algorithm aimed at solving a forecasting task by means of neural networks 
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The algorithm, the main block diagram of which is shown in Fig. 5, produces the operative / 

short-term forecasts of traffic loads represented as univariate / multivariate time series. In contrast to 
some classic algorithms for accomplishing a pre-defined task (see, for example, [9; 53, p.84])), the 
proposed algorithm incorporates three procedures: 

 
− implementation of multiple cycles of weight initialization of a neural network during a training 

process; 
− method of selecting the intermediate forecasting models, taking into account the level of 

residual autocorrelation and  the estimates of information criteria; 
− method of selecting the final forecasting model, taking into account the accuracy of ex ante 

forecasts. 
 

Let us consider the theoretical arguments in defence of the necessity of implementing these 
procedures to identify a relevant forecasting model. 

 
• Implementation of multiple cycles of weight initialization of a neural network 

 
It is required to set some initial values to all the weights and biases of a neural network before a 

training process starts. The aim of initialization is, probably, to find the best approximation to an 
optimal solution and, in this way, to decrease training time and facilitate the convergence of a training 
algorithm. 
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Fig. 6 Illustration of the necessity of implementing multiple initialization cycles: (a) a simplified example of two-

dimensional error surface where a vertical axis represents an error. This demonstrates a key problem – several local minima 
can exist on the training error surface; (b) the training errors of a neural network (without applying cross-validation) 

produced as a result of a hundred cycles of weight initialization3 
 
If the initial weights and biases are set to large values, then neurons usually approach the 

saturation level very quickly. In this case, the local gradients, calculated according to the back-
propagation algorithm, take small values, which, in turn, would significantly increase training time. If 
the initial values are set to small values, then the algorithm works very slowly about the origin of the 
error surface.  This is specifically true in the case of anti-symmetric activation functions such as 
hyperbolic tangent. 

During the last two decades many heuristic methods of weight initialization have been 
proposed, some of which are described in Chapter 3 of the thesis. Despite this, the optimal solution of 

                                                
3 The values of training errors are displayed in chronological order of their evaluation at the end of each training epoch as 
well as sorted in descending order to facilitate their comparison. 
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this issue has not still been found. Due to its simplicity, the most common method is the random 
initialization of weights and biases from a uniformly or normally distributed narrow range of small 
values. 

Regardless of the initialization method, starting values of weight coefficients influence the final 
result of training. This is due to the properties of a training algorithm as well as the fact that several 
local minima can exist on the error surface (see Fig. 6-a). Therefore, in order to find an actual global 
minimum, it is necessary to train one and the same neural network multiple times under the same 
conditions, changing only the initial values of weights and biases. 

In spite of these problems, most researchers still do not pay a proper attention to this aspect. It 
is possible to find references to 5 [21], 10 [42], 25 [25], 50 [8; 46] and 100 [25] cycles of initialization. 
However, most practical studies restrict the number of initialization cycles to one, and this can mislead 
a researcher regarding the adequacy of a produced solution. 

The example shown in Fig. 6-b illustrates the uncertainty in producing a final solution and its 
dependence on the starting values of weights and biases. The training errors, shown here, are produced 
as a result of training a neural network of the same architecture and applying the same training 
parameters but changing the initial values of weights and biases. It is easy to notice that the difference 
between the largest and smallest error comprises more than 25 per cent, which can significantly 
influence the identification of a relevant forecasting model and the accuracy of produced forecasts. 

The number of initialization cycles is usually chosen mandatory, and depends on the complexity of 
a task as well as on time resources a researcher has on his / her disposal. 

 
• Selection of the intermediate forecasting models, taking into account the residual 

autocorrelation and  estimates of information criteria 
 

According to the developed algorithm, the selection of the intermediate forecasting model / 
models among the trained networks, with a certain number of hidden neurons m1, is carried out taking 
into account the level of residual autocorrelation and the value of an information criterion. 

Some standard parameters, such as the correlation coefficient (R), mean squared error (MSE), 
mean absolute error (MAE), are traditionally used to evaluate a general forecasting ability of a 
statistical model. However, these parameters provide little information about the accuracy of a fitted 
model, and are also useless in identifying the statically significant differences between the forecasts 
produced by various methods [4, 6, 26]. 

The most accurate indicator of the adequacy of a forecasting model can be the absence of 
autocorrelation in residuals. The residuals of a fitted model are defined as n differences given 
by ntxx ttt ,,2,1,ˆ K=−=ε , where tx  is the observed value and tx̂  is a corresponding predicted value 
produced by means of a fitted statistical model [32, p. 94]. These differences cannot be explained by a 
forecasting model. Therefore, we can consider residuals tε  to be observed errors. 

The acceptance of the hypothesis of no autocorrelation in residuals at a pre-defined significance 
level means that the residuals are similar to white noise and further analysis will not discover any 
statistically significant dependencies. In classic regression analysis, the Durbin-Watson criterion [50, 
p.245] is traditionally used for testing the autocorrelation of residuals. However, this test is not suitable 
if the regressor is a lagged explanatory variable [51, p.256]. For the same reason, the Box-Pierce and 
Ljung-Box [30] criteria cannot be applied to neural networks, although the last one is widely used and, 
despite its theoretical inconsistence, is still included in most statistical and econometric software 
packages. 

At present, the most relevant estimate of the residual autocorrelation of neural networks (as 
well as ARIMA models) is a powerful Lagrange Multiplier (LM) type test [34], which is also known as 
Breusch–Godfrey test. The LM-type test belongs to classic asymptotic tests and is capable to identify 
the autocorrelation of any order.  

In turn, the use of information criteria is based on one of the main idea of time series 
forecasting – “chose a parsimonious model” (known as the Ockham’s razor principle). It means that, 
all other things being equal, one should prefer the model with the fewest free parameters. 
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The mean squared residuals usually decrease once the model becomes more “complicated” 
with addition of new free parameters. Increasing the number of free parameters of a neural network 
(which is associated with the addition of new neurons / layers of neurons), one can fit a model to 
historical data with infinite accuracy. The universal approximation theorem [5; 15] explains this 
property of neural networks. However, such a neural network may have a poor ability to make 
generalizations due to over-training [13, p.206]. Besides, once a certain limit is reached, the gain in 
accuracy of fitting with addition of new parameters tends to be insignificant. On the other hand, time 
required for selecting the optimal values of free parameters can lead to a sharp decrease in the 
performance of a network. Therefore, it is very important to look for the balance between the 
preciseness of approximation and the complexity of a statistical model. 

Information criteria have been found to be quite useful in solving this problem. The estimate of 
the criterion consists from the penalty for poor fitting and the penalty for over-parameterization. The 
most popular criteria of this type, applied in the practical part of the thesis, are the Akaike’s 
information criterion (AIC) and the Bayesian information criterion (BIC) given by [11, p.38; 38, 
p.373]: 

 
lNlAIC ef 2ˆln)( 2 += εσ  (12) 

  

)ln(2ˆln)( 2
efef NllNlBIC ++= εσ  (13) 

where 
efN  – number of effective observations, to which the model is fitted; 

l  – number of adjusted parameters; 

2ˆ εσ  – estimate of the residual variance, 
ef

Nef

t
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N

∑
== 1

2

2ˆ
ε

σ ε . 

 
Information criteria are evaluated separately for each analyzed specification (architecture) of 

neural networks. The models that possess the lowest value of the criterion should be selected for 
further analysis. It has been also noticed that, in practice, the BIC “selects” very parsimonious models 
with only few parameters. Therefore, this criterion is often used for non-linear models, where 
insignificant gain in fitting quality is directly related to the necessity of calculating a large number of 
additional parameters. 

In the practical part of the thesis the criteria given by Eqs. (12) and (13) were applied. 
However, some other modifications of information criteria have been proposed as well. The Schwarz’s 
Bayesian criterion (SBC) [38, p.376] and the Hannan-Quinn criterion [32, p. 86] are among them. 

 
 

• Selection of the final forecasting model, taking into account the accuracy of ex ante 
forecasts 

 
If the models, meeting the above specified conditions, are found, it is required to test their 

generalization ability (i.e., the ability to produce reliable forecasts) for an independent test set, which is 
not involved in training. The forecast developed for an independent test set we will call an ex ante 
forecast or a pseudo-forecast. The necessity of ex ante forecasting hinges upon the fact that even if a 
neural network provides a high accuracy of approximation and uncorrelated residuals, it would be still 
over-trained on historical data. 

The approach of splitting a time series into two independent subsets has gained wide 
acceptance in the practical studies dedicated to time series forecasting (see, e.g., [31; 43]) but it is still 
rarely used in the case of neural networks. The first, largest data subset, called the basic or 
retrospective sample, is used to select and verify a statistical model. The second, ex ante forecasting 
sample is used to examine the quality of ex ante forecasts, comparing them against historical data. It 
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provides the opportunity to evaluate independently the forecasting ability of the model fitted to the 
basic sample. 

The last historical values of an analyzed time series are traditionally used for developing the ex 
ante forecasting sample. However, it is necessary to keep in mind, that these observations influence the 
direction of the actual real-life forecast much more than the earlier ones. Therefore, the last historical 
data are the most valuable for the process of selecting an appropriate forecasting model, and using 
them as a testing sample is not always reasonable.  
 
 

 
Fig. 7 Chronological division of a time series into the basic and ex ante forecasting samples 

 
According the proposed algorithm, it is recommended to divide a time series into the basic and 

ex ante samples in the way shown in Fig. 7. This original approach allows increasing the quality of 
real, ex post forecasts as the last historical observations are used for fitting a statistical model rather 
than testing. 

The accuracy of ex ante forecasts is evaluated by one of the standard error parameters. In the 
practical studies of the thesis, the mean absolute percentage error (MAPE) was applied. It is calculated 
from [1, p. 347]: 
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(14) 

 
where L – the size of an ex ante forecasting sample (i.e., forecasting horizon). 

 
The MAPE is a relative, dimensionless measure of the accuracy of an approximation curve or a 

forecast. It is helpful in comparing forecast performance across different data sets, or comparing the 
performance of different statistical methods. 

The model of the lowest MAPE is the final model assigned to further ex post forecasting. The 
interpretation of MAPE introduced in [29] allows judging about the accuracy of a forecast: less than 10 
per cent is a highly accurate forecast, 11 to 20 per cent is a good forecast, 21 to 50 per cent is a 
reasonable forecast, and 51 per cent or more is an inaccurate forecast. 

Thus, the choice of a final forecasting model is based on the results of multiple sequential 
procedures and tests. The final model is characterized by the lowest value of the information criterion, 
uncorrelated residuals and the lowest error of an ex ante forecast.  
 
CHAPTER 4   PRACTICAL STUDIES 
 
Chapter 4 contains the description of practical research studies and the analysis of produced results. 
 

The effectiveness of the developed algorithm and the ability of different methods to accomplish a 
traffic forecasting task were examined on real data sets represented as time series of different lengths 
and aggregation rates. Two data samples, characterizing the intensity of total carried traffic of a 
conventional telephone network and the transmission rate of outgoing international traffic, were 
considered in the thesis. Following ITU-T Recommendation E.492 [17], the initial traffic 
measurements were averaged over the periods equal to 15 minutes and one hour. 
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Table 1 General description of examined time series 

 

Network 
Type Traffic Type Read-out 

 period Label  Basic sample Size of a basic sample Size of an ex ante 
forecasting sample 

A May 12 – Jul. 13, 2008  9 weeks (6048 obs.) 
15 min 

B May 12 – Aug. 3, 2008 12 weeks (8064 obs.) 

С May 12 – Jul. 13, 2008 9 weeks (1512 obs.) 
IP-network 

Outgoing 
international 

traffic 
1 h 

D May 12 – Aug. 3, 2008 12 weeks (2016 obs.) 

1- 14 
days 

E Jan. 8 – Mar. 11, 2007 9 weeks (6048 obs.) 

F Jan. 8 – Apr. 1, 2007 12 weeks (8064 obs.) 15 min 

G Jan. 8 – May 13, 2007 18 weeks (12096 obs.) 

H Jan. 8 – Mar. 11, 2007 9 weeks (1512 obs.) 

I Jan. 8 – Apr. 1, 2007 12 weeks (2016 obs.) 

Telephone 
network 
(POTS) 

Total carried 
traffic 

1 h 

J Jan. 8 – May 13, 2007 18 weeks (3024 obs.) 

1- 14 
days 

 
A secondary goal of the practical studies was to examine how both the size of a basic data 

sample and the rate of aggregation influenced the accuracy of ex ante forecasts. The size of a basic 
sample was equal to 9 and 12 weeks for the first analyzed variable, and to 9, 12 and 18 weeks – for the 
second variable. Thus, the total number of time series considered was equal to ten. 

The size of an ex ante forecasting sample, which determined a total forecasting horizon, varied 
for each time series from one to 14 days, with the sampling step of one day. 

The general description of the considered time series is given in Table 1. The fragments4  of the 
time series are displayed in Fig. 8. 

Prior to determining an appropriate forecasting model and developing ex ante forecasts, the 
main statistical parameters and properties of each time series were estimated. The corresponding 
procedures included: 

− assessment of the main sample parameters (mean, variance, median, etc.); 
− testing for stationarity by means of the runs test and reverse arrangement test [24; 49, p.767]; 
− evaluation of the autocorrelation function; 
− evaluation of the Hurst coefficient; 
− testing for periodicity. 
 

In the case of time series (E)-(J), characterizing telephone network traffic, the reverse 
arrangement test accepted the null hypothesis of the stationarity of both the mean and the variance at 
significance level  α = 0.05. For time series (A)-(D), characterizing Internet network traffic, the 
reverse arrangement test revealed the instability of the variance at significance level α = 0.05. 
Nevertheless, the deviation of the number of reversals from the critical limits was slight. Already at 
significance level α = 0.02, the hypothesis about the variance stationarity was accepted in most cases 
considered. Therefore, it was decided not to apply further measures to stabilize the variance. 

The analysis of the autocorrelation function indicated the presence of periodic components. The 
influence of strong autocorrelation dependencies was observed not only between the adjacent members 
but also between the quite remote ones. It points at the “long history” of an underlying process, which 
provides the opportunity to produce reliable forecasts into a rather distant future. The persistency of 
the analyzed time series was confirmed by the Hurst coefficient as well, which exceeded 0.5 for all the 
time series analyzed. However, this estimate is often criticized and purely optional due to its 
inaccuracy.  Besides, it is worth noting that the value of the Hurst coefficient cannot be directly 
incorporated into a forecasting model. 

                                                
4 Each fragment displays the observations over the first two weeks of a considered data sample 
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The spectral analysis of the IP network traffic pointed at the periodical components of the 
periods equal to 24 hours and 7 days. In the case of telephone traffic, the largest periods of the 
seasonal component comprised 12 hours, 24 hours and 7 days. 
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Time series (C) & (D)
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Time series (E), (F) and (G)
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Fig. 8 Fragments of examined time series 

 
 

• Description of Forecasting Technique 
 
The main goal of the practical studies was to examine the statistical properties of certain data 

sets and to develop such a neural network, which was capable of modelling the underlying processes 
and producing the reliable low-error forecasts for a pre-defined forecasting horizon. 

The selection of appropriate neural network models and the development of ex ante forecasts 
were fulfilled according to the algorithm shown in Fig. 5. The diagram of the neural network, applied 
in the empirical studies, is shown in Fig. 9 . The main parameters of the neural network, which stayed 
unchanged for all the models during a training process, are summarized in Table 2. 

The appropriate architecture of a neural network was determined as follows. According to the 
universal approximation theorem [5, 15] the number of hidden layers in all the examined neural 
networks was equal to one. The size of an input window was set according to the largest period of the 
cyclic component identified by means of a Fourier analysis. The number of output neurons was equal 
to one and implied one-step-ahead forecasting. The number of hidden neurons varied from one to ten. 
The adaptive methods of network pruning [2, p.359] or growing [2, p. 357; 13, p. 250] were not 
implemented. The procedures of verification and residual testing were applied to each of these models. 
Although the process of verifying all the possible architectures is time-consuming, it provides an 
opportunity to preserve the purity of experiments. 
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Fig. 9 Diagram of the neural network (multilayer perceptron) applied in the empirical studies 

 
The initial weights were randomly drawn from the diapason of uniformly distributed small 

values. All the network architectures were reinitialized and retrained a hundred times. 
 

Table 2 General specification of the developed neural network  
 

Stage Parameter / Procedure Parameter Value / Procedure Description  

Type of a network Fully connected time-lagged feed forward network 

Number of hidden layers 1 

Number of output neurons 1 

Selection of network 
type and topology 

Activation function Hidden layer – hyperbolic tangent; output layer – linear function 

Number of training epochs 600  

Training algorithm Back propagation  & conjugate gradient descent 

Error function Mean squared error 

Learning rate 0.1 

Momentum term 0.3 

Method of weight initialization  Randomized values from a uniform distribution 

Selection of training 
parameters 

Number of times to randomize weights 100 

Methods to prevent over-learning Cross-validation [13, p.218] , weight regularization [47] 

Size of training, validation and test subsets At a ratio of 3:1:1   Training optimization 

Stopping criterion Invariable or increasing  training error during 50 epochs 

Parameters of in-sample evaluation  R, MAE, RMSE, MAPE, AIC, BIC 

Diagnostic testing of residuals LM- type test , χ2 - test 
In-sample and 
out-of-sample 

evaluation 
Parameters of out-of-sample evaluation RMSE, MAE, MAPE, Diebold-Mariano criterion [6] 

 
In order to avoid the effect of over-training, the cross-validation technique [13, p.218] was 

implemented. The basic sample was divided into training, validation and test subsets at a ratio 3:1:1. A 
splitting scheme was random and changed for each training cycle. This approach does not allow 
“getting stuck” in local minima and increases the stability of a system, since the process of searching a 
global minimum is carried out in different directions and do not rely on  a particular set of time series 
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observations. Another measure to avoid over-training was weight regularization [47] applied without 
subsequent deletion of synaptic connections and neurons. 

A training process was realized by means of the software package StatSoft STATISTICA 7.0. 
A two-stage training process was implemented. During the first stage a multilayer perceptron was 
trained by the back propagation during one hundred epochs, with learning rate 0.1 and momentum 0.3. 
It usually gives the opportunity to locate the approximate position of a reasonable minimum. During 
the second stage, a long period of conjugate gradient descent (500 epochs) was used, with a stopping 
window of 50, to terminate training once convergence stopped or over-learning occurred. Once the 
algorithm stopped, the best network from the training run was restored. 

The input data of a neural network were corrected for obvious anomalous outliers, the reason of 
which was temporal malfunction of network equipment, and for anomalous patterns, which took place 
as a result of public holidays falling on the days of a workweek. The input data sets were also 
transformed to the range ]1,1[−  by means of the linear transformation.  

The final forecasts produced by neural networks were compared to those produced by the 
models of seasonal ARIMA, seasonal exponential smoothing as well as “naïve” methods. In order to 
evaluate statistically significant differences between the forecasts developed for various forecasting 
horizons, the Diebold-Mariano [6] criterion was implemented. It is non-parametric and tolerant to 
different deviations from the classic assumptions about the properties of forecast errors. In particular, it 
can be applied even if forecast errors are non-Gaussian, serially correlated, contemporaneously 
correlated and have a non-zero mean.  
 

• Estimation of Practical Results  
 
The results of fitting and verifying the statistical models and neural networks, the estimates of 

their in-sample and ex ante accuracy are summarized in Volume 2 of the thesis. The following main 
operations were conducted for each time series: 

− appropriate models of multilayer perceptrons, SARIMA models and exponential smoothing 
were identified and varified; 

− ex ante forecasts were produced by means of different models and evaluated for the accuracy; 
− statistically significant differences between the final ex ante forecasts developed for various 

forecasting horizons were identified by means of the Diebold-Mariano test. 
 

The accuracy of final forecasts was evaluated by means of such standard parameters as MAE 
(mean absolute error), RMSE (root mean squared error) and MAPE (mean absolute percentage error), 
the latter of which raises the greatest interest (see Fig. 10). 

 
Accuracy of neural network forecasts evaluated by the mean absolute percentage error 
 
For time series (A)-(D) describing IP network traffic, the MAPE estimates do not practically 

change or slowly grow with the increase of a forecasting horizon from 24 hours to 14 days. It points at 
the opportunity to increase a lead time, for which reliable forecasts can be produced. 

For time series (E)-(G) characterizing telephone network traffic, the MAPE estimates grow fast 
with a forecasting horizon, and already for the forecasts obtained two weeks ahead, exceed 30 per cent. 
It means that a maximum forecasting horizon is achieved. In turn, for time series (H)-(J) aggregated 
over one-hour intervals, the MAPE estimates do not practically change or slightly increase with a 
forecasting horizon. It would allow to extend a forecasting horizon further. 

For time series (A) and (B), the MAPE estimates of neural networks and statistical models 
comprise 20-25 per cent. This reveals a satisfactory accuracy of the produced forecasts. For time series 
(C) and (D) the MAPE of statistical models and neural networks is around 10-15 per cent, which 
demonstrates a good accuracy of produced forecasts. 
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Fig. 10 Estimates of the accuracy of the final ex ante forecasts produced by neural networks 
(a) against the length of a forecasting horizon; (b) at consecutive one-day sampling intervals5 

 
For time series (E)-(G) the MAPE estimates of neural networks comprise 21-32 per cent, which 

is the evidence of a satisfactory accuracy of the produced forecasts. For time series (H)-(J), the MAPE 
of neural networks is around 14-21 per cent. It points at a good accuracy of the forecasts. 
 

Statistically significant differences between the forecasts produced by different methods 
 
The final forecasts produced by various methods (neural networks, SARIMA and seasonal 

exponential smoothing) look very similar. Besides, it is not easy to select a forecasting model, taking 
into account only the standard accuracy parameters. Therefore, the identification of statistically 
significant differences in accuracy of the forecasts, developed by different methods, raises a special 
interest. 

For these purposes, the Diebold-Mariano test was applied to the forecasts produced 24 hours, 7 
days and 14 days ahead. The first group of forecasts can be considered as operative forecasts, while the 
second and the third ones – as short-term forecasts. The results of testing a null hypothesis of the 
absence of statistically significant differences between the forecasts, at significance level α = 0.05, are 
summarized in Table 3. 

For time series (A)-(D) characterizing IP network traffic, the forecasts produced by one or 
another linear method (SARIMA or exponential smoothing) do not lose in accuracy to the forecasts of 
neural networks, in all 12 analyzed cases. In two out of 12 cases, the forecasts produced by neural 
networks are statistically equivalent to the seasonal naïve forecasts as well.  

For time series (E)-(J) characterizing telephone network traffic, the forecasts produced by 
neural networks are statistically equivalent to the forecasts produced by one or another linear method 
in 14 out of 18 analyzed cases. In the other four cases, a neural network outperforms in forecasting 

                                                
5 The MAPE estimates are calculated for the data moved along the y-axis by the distance of 0.5 Erl. It is required as the 
telephone traffic contains zero values. Even if this procedure distorts the actual values of absolute percentage errors of the 
observations which are not zero, it gives the opportunity to evaluate the dynamic changes of MAPE over different 
forecasting horizons. 

 (a) (b) 
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accuracy both SARIMA and seasonal exponential smoothing. In 4 out of 18 analyzed cases, 
statistically significant differences were not identified between the forecasts produced by neural 
networks and seasonal naïve methods.  
 

Table 3 Final neural network forecasts in comparison with the forecasts produced by other methods6 
 

А В С D                             Time series/ 
Forecasting horizon 

Forecasting method  24 
h 

7 
d 

14 
d 

24 
h 

7 
d. 

14  
d. 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

SARIMA ↑ = = ↑ = = ↑ = ↑ = = = 

Seasonal exponential smoothing = ↓ ↓ = ↓ ↓ = ↓ ↓ ↓ ↓ ↓ 

“Naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ 

Seasonal “naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ = ↓ = ↓ ↓ ↓ 

 
Notes: 
=  the forecast, produced by  the specified method, is statistically equivalent to the neural network forecast; 
↑ the forecast, produced by the specified method, outperforms in accuracy the neural network  forecast; 
↓  the forecast,  produced by  the specified method, loses in accuracy to  the  neural network  forecast. 
 

Impact of the length of a read-out period on forecasting accuracy 
 
For all the analyzed time series, the increase of a read-out period allowed increasing the 

accuracy of the produced ex ante forecasts. On average, the increase of a read-out period from 15 
minutes to one hour decreased the MAPE values of a neural network for 10 per cent. This is primarily 
due to the reduction of time series variance, which simplified the selection of an appropriate statistical 
model as well. 
 

Impact of the size of a basic sample on forecasting accuracy 
 
For time series describing the traffic of both an IP network and a conventional telephone 

network, the increase of the size of a basic fit sample (i.e., the increase of the number of training 
patterns) did not lead to a substantial increase in accuracy of neural network forecasts. 

In the case of IP network traffic, the MAPE estimate is slightly lower for time series (D) than 
for time series (C), although these differences are insignificant. For telephone network traffic, the 
MAPE estimates are a bit lower for time series (G) than for time series (E) and (F) but these 
differences are also insignificant. 

In the case of telephone traffic aggregated over one-hour intervals, the increase of a basic 
sample from 12 to 18 weeks, in contrast, resulted in a slight increase in the level of forecasting errors. 

                                                
6 The identification of statistically significant differences in forecasting accuracy was conducted by the Diebold-Mariano 
test at significance level α=0.05. 

E F G H I J    
 Time series/ 
Forecasting 

horizon 
Forecasting method 
 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d 

24 
h 

7 
d 

14 
d. 

24 
h 

7 
d 

14 
d 

SARIMA = = = = ↓ ↓ = ↓ ↓ = = = = = = = = = 

Seasonal exponential smoothing = = = = ↓ ↓ = ↓ ↓ = = = = = = = = = 

“Naïve” forecast ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ 

Seasonal “naïve” forecast = ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ = ↓ ↓ = ↓ ↓ = ↓ ↓ 
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MAIN CONCLUSIONS AND RECOMMENDATIONS 
 

The main aim of the research – to address and solve the problems, raised by the production of 
short-term traffic forecasts by means of neural networks, has been achieved. Taking into account the 
results of practical and theoretical studies conducted in the thesis, the following main conclusions and 
recommendations, regarding the application of forecasting models in network traffic forecasting, have 
been specified. 

 
The proposed algorithm, aimed at short-term traffic forecasting by means of neural 
networks, allow automating the identification of a neural network solution with minimal 
involvement and influence of expert assessment and human factors.  

 
Neural networks traditionally involve expert assessment at all the stages of application. The 

algorithm, developed in the thesis, allows minimizing the influence of a human factor and helps 
finding the solutions resulting in reliable forecasts with a minimum level of errors. The MAPE 
estimates of examined ex ante forecasts vary from 10 per cent (in the case of averaging over one-hour 
intervals) to 30 per cent (in the case of averaging over 15-minute intervals). This confirms the 
possibility of applying these models in real-life conditions. The criteria for selecting a final forecasting 
model proposed in the thesis – the lowest estimate of the information criterion and statistically 
insignificant residual autocorrelation can be successfully applied to linear statistical methods as well. 

 
The properties of self-similarity and long-range dependence of packet-switched network 
traffic are only observable in the case of aggregation in a very large scale – usually, over the 
intervals from a few milliseconds to a few minutes. 

 
From the point of view of analysis and forecasting, an excessively large scale of time series is 

not useful. The process of fitting a forecasting model to an examined time series will be complicated 
due to correlations between remote observations as well as strong influence of extraneous noises and 
anomalous outliers, which inevitably accompany the large-scale measurements. It is also necessary to 
understand that the longer the period of sampling / aggregation, the longer is the horizon, for which 
reliable forecasts can be produced. Therefore, taking into account ITU-T Recommendation E.492 [17], 
it is advised to average the initial measurements of network traffic over 15-minute and / or one-hour 
intervals. In this case, the factors determining the statistical structure of a real traffic process refer to 
seasonal effects and monotonous trends, which are primarily associated with the behaviour of 
subscribers / users and the influence of technological progress. 

 
Reliable operative and short-term forecasts of traffic dynamics can be produced by means of 
linear statistical models, if the aggregation / sampling period of time series is set in 
compliance with ITU-T Recommendation E.492. 
 
The real time series analyzed in the thesis are typical for these types of loads and incorporate 

both daily and weekly cycles. It means that for many other time series with similar read-out periods, 
statistical properties and autocorrelation structure, the production of reliable operative and short-term 
forecasts can be conducted by applying linear statistical models and methods. The process of 
forecasting by means of neural networks requires substantial time resources for training, apart from an 
intensive test-and-trial estimation of many parameters. The time required for series modelling and 
forecasting by means of neural networks exceeds the time required for producing a forecast by means 
of linear methods by several orders of magnitude. Therefore, this conclusion is important for 
successful forecasting in real operating conditions. 
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A neural network is capable of modelling and predicting seasonal time series in a direct way, 
without prior deseasonalization.  
 
In developing a seasonal neural network, the most important aspect to consider is the 

appropriate size of an input window, which has to be set according to the largest period of a seasonal 
component.  
 

In order to produce reliable forecasts of network traffic represented as periodic time series, it 
is necessary to focus on the seasonal modifications of such linear models as ARIMA and 
exponential smoothing. 
 
In contrast to the series, synthesized by such formal models as fractal Brownian motion, real 

time series often incorporate seasonal and / or cyclic components and require the application of 
seasonal modifications of classic linear models. Just as in the case of neural networks, correct 
identification of the periods of a seasonal component is of great importance. 

 
• Potential Directions for Further Research 

 
The method of neural networks is, certainly, one of the most perspective tools in traffic 

forecasting. Further study directions has to be aimed at developing the algorithms and methods of real-
time forecasting that currently raise some difficulties due to insufficient capacity of computing 
equipment and intensive involvement of human expertise. 

Another interesting research direction is to develop fast and reliable methods of constructing 
the confidence intervals for the forecasts produced by neural networks. This problem has not been 
solved yet due to the necessity of estimating a very large number of free parameters, each of which 
contributes a share of uncertainty.  
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