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1. Introduction

Sensitivity analysis helps to determine what does and what does not make a difference in the
decision making process. Traditional sensitivity analysis involves graphical methods that are
suitable for one-way or two-way analysis [Clemen, 1996]. This means that we can determine
the relationship of just two parameters or probabilities, which influence our decision. This
paper considers a problem that is similar to sensitivity analysis and in which we ought to
determine the relationship of a bigger number of parameters.

Informally we can define this problem as follows. We are given a number of
parameters and fuzzy values, which these parameters can assume. We know what is the value
of the fuzzy criterion for all of the aforementioned parameters values. The problem is to
define the importance coefficients of these values, which denote how important the parameter
value is in order for the criterion to assume the desired value. The desired value of the
criterion can indicate one of the possible alternatives. So, this problem can be viewed as an
inverse problem to sensitivity analysis: we are trying to denote, which parameters values
correspond to some alternative.

The adaptive network described in [Valishevsky et al., 2002] is being used to solve
this problem. This network can be used in fuzzy-evidences-based decision support systems.
It’s possible to derive a training algorithm for this network, which allows to solve the
aforementioned problem.

In the next chapter granular information and the adaptive network are considered. The
possibility of using this network for sensitivity analysis is considered later in the paper. Case
study concerning multi-parameter sensitivity analysis is presented as well.

2. Adaptive Network for Granular Information and Evidence Processing (ANGIE)

The considered network processes fuzzy evidences. Evidences consist of a collection of 7 -
granules of form (1).

A
g =If X =u, thenYisG,, (1)

where G; is a fuzzy subset of V, which is dependent on u;. Variable X assumes its value with a
specified probability. Thus, evidence is a probability distribution P, of conditional -

granules. Moreover, each granule can be regarded as a conditional possibility I ,_, ) =G;.
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Hence, evidence can be regarded as a conditional possibility distribution Il .. Thus,

evidence can be considered as the following construction:

E= {PX’H(Y\X)}'

Given a collection of evidences E ={E,,...,E, }, one would like to ask questions about

the information contained in these evidences. The main question is the following: “what is the
probability of (Y is Q)?” where Q is some fuzzy value. The probability of such an event is an
interval value, where the expected possibility EIT(Q) is regarded as the upper bound, and the

expected certainty EC(Q) is regarded as the lower bound of the sought probability. In
[Zadeh, 1979] the following formulae are proposed:

EIQ) =Y p,supl0 NG NH,), 2)
ij
EC(Q) =1-EII(Q"), 3)
where Q' is complement of the set Q. Formula (2) is for a special case, when there’re two
evidences in the system, but it wouldn’t present any difficulty to induce a more general form

of the formula.
Refer to [Zadeh, 1979] for further information on information granularity.

o

(2)>EI

N Evidence 2

Figure 1. Adaptive network for the calculation of the upper bound of the probability
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Let’s consider a system that consists of two evidences:

1. Evidence 1:
IF (X, is By;) with p;; THEN (Y is G;;)
IF (X, is B},) with p;; THEN (Y is G;5,)

II. Evidence 2:
IF (X, is B,;) with p,; THEN (Y is G)
IF (X, is B,,) with p,, THEN (Y is G,,)The adaptive network shown in Figure 1
can be used in order to determine the upper bound of the probability (2).

3. Using ANGIE for Sensitivity Analysis

A training algorithm for adaptive network ANGIE is based on the gradient descent method
and is described in [Valishevsky et al., 2002]. The algorithm allows to tune the values of the
probabilities contained in granules. This can be used in order to solve a problem that is similar
to sensitivity analysis.

First of all we have to define evidences that describe possible values of the parameters
and the criterion. In order to train the network we have to define a desired criterion value,
which corresponds to one of the alternatives. After the training process is completed, the
probability values can be considered as importance coefficients, which define how important
the given parameter value is in order for the criterion to reach the desired value.

4. Case Study: Choosing an Optimal Gift

Let’s consider an application example of the procedure described in the previous chapter.
Assume that we have to determine the influence of different gift parameters on the evaluation
of the gift. This problem is similar to sensitivity analysis. However, in the traditional
sensitivity analysis only one or two parameters are taken into consideration, as the result is
represented graphically. In this case study we will try to determine the relationship among
about 20 different values of parameters. It’s evident that we won’t be able to represent the
solution graphically, as the solution is a dot in the multidimensional space (dimension is equal
to the number of parameters).

The gift will be evaluated using the criterion “Y = Evaluation of the gift”. Some of the
possible values of this criterion are as follows:

Y; = You would better not present this

Y, = Useless trinket

Y; = Trinket, but an application can be found

Y, = Useful gift

Ys = The receiver will be happy

Ys = I myself would like to receive such a gift

Y7 = You would better not embarrass the receiver

N R N~

The membership functions for these criterion values are shown in Figure 2.



SCIENTIFIC PROCEEDINGS OF RIGA TECHNICAL UNIVERSITY

Computer Science Information Technology and Management Science

2002

Y1 Y2 Y3 Y4 Y5 Y6 Y7

p Gift evaluation

0 1 2 3 4 5 6 7 8 9 10

Figure 2. Membership functions of the criterion fuzzy values

p Gift evaluation
0 1 2 3 4 5 6 7 8 9 10

Figure 3. Additional membership functions

As was mentioned before, now we have to define the parameters and their values.

We’ll consider six different parameters, which are listed above. Possible values of the
corresponding parameter and their identifiers are listed in brackets.

1.

2.
3.

9]

Price (very high = p;;, high = p;,, acceptable = p;;, low = pj4, suspiciously low =
Dis)-

Colour (bright = p,;, moderate = p2,, pale = py;3).

Expenses that appear during the exploitation (correspond to gift’s price = p3;, not high
= P32, NO expenses = p;33)

For how long the gift will be interesting to the receiver (duration is not limited = pyj,
until the next birthday = p42, a month = py3, a week = pyq, half an hour = pys)

Weight (big = ps;, middle = ps,, light = ps3;, weightless = ps4)

For how long you can use the gift without additional expenses (expenses appear right
away = pg1, not long enough = pe,, long enough= pe3, no additional expenses= pe4)

Now we have to define granular evidences that describe possible values of the

aforementioned parameters. The system consists of 6 evidences, as there’re 6 parameters.
We’ll give an example for the evidence that describe values of the parameter “Price”:

Evidence for the parameter “X; = Price”

IfX] =
IfX] =
IfX] =

VERY HIGH with probability p;;, Then Y = Y5
HIGH with probability p;,, Then Y =T
ACCEPTABLE with probability p;3, Then Y =T,
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If X; = LOW with probability p;4, Then Y =Tj;
If X; = SUSPICIOUSLY LOW with probability p;s, Then Y =Y,
T;, T, and T3 are additional fuzzy values shown in Figure 3.

Other evidences are defined in a similar manner.

For the first experiment, the desired value of the criterion was chosen to be “Ys; = 1
myself would like to receive such a gift”.

When the training process of the system was finished, the following probability or
importance values have been obtained:

Table 1. Probability values after training

p11=0.133561

p12=0.149396
pPis3 =0.513799
p14=0.101622
p15=0.101622

p21=0.178997
2> =0.424877
23 =0.396126

p31=0.190155
P32 =0.570355
P33 =0.23949

p41 =0.166968
p12=0.522816
p43=0.103405
p14=0.103405

ps1 =0.132685
ps2=0.529669
ps3 =0.168823
ps4=0.168823

pe1 =0.123005
pe2=0.272749
Ppe3z =0.429368
pes=0.174877

p45 =0.103405

Further sensitivity analysis may involve finding the distance between the points in the
space of probabilistic parameters (one of such points is defined in Table 1). To demonstrate
this, additional experiments have been carried out and parameters values have been found for
the criterion values of “Y, = Useful gift” and “Y; = You would better not embarrass the
receiver”.

Euclidean metrics has been used in order to determine the distance. The results are
shown in Table 2.

Table 2. Distance between points representing different solutions

FromTo Y4 Y6 Y7
Yy 0 0.018 | 2.52
Yes | 0.018 0 1.918
Y; | 252 | 1918 0

As can be seen from Table 2, the closer the desired criterion values are (see Figure 2),
the lesser the distance between the points representing them in the space of probabilistic
parameters is. But the solution may not be as intuitive, especially when we’re considering a
multicriteria decision model, which is the next topic that can be considered in the context of
the multi-parameter sensitivity analysis using adaptive networks.

5. Conclusion

The possibility of using adaptive networks for sensitivity analysis of decision models is
considered in this paper. One of the advantages of this approach is that it’s possible to
determine the relationship among a bigger number of parameters with the help of adaptive
networks. Traditional sensitivity analysis allows to determine the influence of just one or two
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parameters on the decision, as the solution is represented graphically. Methodology that has
been considered in this paper is not the only way to solve the multi-parameter sensitivity
analysis task. But it can be useful in determining what does and what does not matter for
some alternative. One of the main drawbacks is that the adaptive network that has been
described in this paper requires a big amount of computational power. It should be noted that
originally the network was designed for granular information based decision support systems.
It was not designed as a tool for sensitivity analysis, although it’s possible to derive a training
algorithm, which allows to solve sensitivity analysis tasks.

One of the issues that have not been discussed in this paper concerns the normalization
of probabilistic parameters in the adaptive network. Probability values are modified using
gradient descent method, which does not care about their consistency, so probabilities should
be normalized from time to time, to make sure that their sum is equal to one. In this paper
probabilities have been normalized only after the training process has finished, as it allows to
speed up the convergence time.

A case study, which demonstrates in what way the described network can be used in
sensitivity analysis, has been considered as well.
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ValiSevskis A. Uz granularam liecibam bazéto adaptivo tiklu izmantoSana jiitiguma analizei

Dotaja darba tiek apskatita adaptivo tiklu izmantoSanas iespéja jutiguma analizes uzdevuma risinasanai. Tiek
aprakstits adaptivais tikls, kas apstrada izpliudusas granulas. Aprakstita tikla apmdciSanai paredzéto algoritmu
var izmantot lemumu pienemsSanas modelu jitiguma analizei. Turklat, darba tiek apskatits jitiguma analizes
piemeérs, kas pardda kddda veida adaptivo tiklu var izmantot jiitiguma analizes uzdevumu risinasanai.

Valishevsky A. Using Granular-Evidences-based Adaptive Networks for Sensitivity Analysis

This paper considers the possibility of using adaptive networks for sensitivity analysis. Adaptive network that
processes fuzzy granules is described. The adaptive network training algorithm can be used for sensitivity
analysis of decision making models. Furthermore, a case study concerning sensitivity analysis is described,
which shows in what way the adaptive network can be used for sensitivity analysis.

BamumeBckuii A. Mcnoab3oBanue aJanTHUBHBIX ceTeil, OCHOBAHHBLIX HA HEYETKHX CBUAETEJLCTBAX, B
3aj1ayax aHAJIN3a YYBCTBUTEIbLHOCTH

B pabome paccmampusaemcs 603M0oHCHOCHb UCHONIL308AHUA AOANMUBHBIX cemell NPU peueHuy 3a0aiy aHaIu3d
uyyecmeumenvnocmu. Onucvlgaemcs aoanmuenas cemv, Komopas obpabamvigaem HeyemKue 2paHyibl.
Aneopumm, no360na10WULL NPOBOOUMb OOYYeHUe ONUCAHHOU Cemu, MOJICHO UCHONb308aMb Olisl AHAIU3A
yyecmeumenbHocmu mooeiel npunsmus pewenui. Kpome moeo, 6 pabome npueodumcsi onucanue npumepa
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anaiuza 4yecmeumeibHocmu, npu nomouwju Komopozo ()eMOHcmpupyemc;z, KaxKkum o6pa30M adanmueﬂyio cembv
MOIHCHO NPUMEHAMDb 6 3a0a4ax aHanus3a uyecmeunmeilbHocCmu.
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