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On Equilibrium of an Adaptive Single Component
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Abstract - A mathematical model of an adaptive Samuel-
Marshall type single component market described by quasi-
linear functional differential equations with dependent on phase
coordinates and frequently switched an ergodic Markov process
is presented. The proposed method is based on an averaging
procedure with respect to time along the critical solutions of the
generative average linear equation and with respect to the
invariant measure of the Markov process. It is proved that
exponential stability of the resulting deterministic equation is
sufficient for exponential P ~stability of the initial random
system for all positive numbers P and for sufficiently fast
switching.
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. INTRODUCTION

The most part of the real dynamical systems are under control
of the influence of the permanent random perturbations. This
circumstance burdens a lot of the possibilities of their models’
quantitative analysis. Investigating asymptotic of the
dynamical systems we should face the special difficulties in
the given situation. Very often the describing models of the
dynamical systems are complicated mathematical objects and
therefore they are researched like asymptotic methods of the
theory of the dynamical systems. Mainly methods such as
Lyapunov method, limit theorems of the probability theory,
asymptotic methods of the nonlinear oscillations theory and
others are used. The basic model of the description of the
system subordinated to random perturbations is random
process, often — Markov process. The above-mentioned class
of processes is introduced by Kolmogorov to describe
dynamical systems which are under the influence of
independent random perturbations occurring at different time
moments. He also offered an analytical technique for the
research of Markov processes — differential equations for the
transition probabilities of the process.

The idea of getting of the Markov process from the dynamical
system which is under control of the random influence was
carried out by N. Bogolyubov and N. Krylov and further it
was developed by I. Gihman.

Let us consider the N—dimensional functional differential
equation in a quasi-linear form with a small parameter
£<[0,1]

0

= j {dG(@, y(t/ e)juf (t+6)+ F (U, y(t).e), (1)
-h

du® (t)
dt

where {y(t), t >0} is a homogenous ergodic Feller type Markov
process [1] on the probability space (€2, F, P) with values in
the compact phase space Y, with infinitesimal operator Q,
transition probability P(t,y,dz) and unique invariant
measure u(dy) satisfying the condition of exponential
ergodicity, that is, there exist positive constants M and ¢
such that [[P(t,y,.)— 1] < Mexp{-&} forany t>0; ¢ is
a small positive parameter; uf is a part of solution defined by
the equality uf ={uf(t+<9), 6 e[-h, 0]} with some positive
number h; G(@,y) is a matrix consisting of bounded
variation on @ functions; the perturbing term F(te,y,¢) is a
continuous mapping of the product space
R, xC,([-h,0]) xY x[0,1) to the space R", satisfying
F(t,0,y,&) =0 and the Lipschitz condition on the second
argument for any yeY, £€[0,1), t € R . Under these
conditions the random equation (1) with the initial problem
u(s+0)=p(@, -h<6d<0 has [2] a unique solution
u’ = {u”(t),tz 0} for any continuous function #. This solution
is a continuous stochastic process with probability one.

Averaging the linear part of the equation (1) according to
the invariant measure of Markov process

G(0) = [G(0,y)u(dy)

one can define a generative equation for the equation (1):

dx(t) Gt~ 0o
— = [{dG @)%t +0). @)

-h
It is well known [2] that equation (2) defines in the space C,

a strong continuous semigroup T(t) with infinitesimal
operator given for sufficiently smooth function ¢ by

dp(9)
(Ap)©) ={ g ' "0
9(p), ¢=0.



Scientific Journal of Riga Technical University
Computer Science. Information Technology and Management Science

2011
Volume 49

The spectrum o(A)of this operator is given by
o(A) = {z: det{U(z)} = 0} where
0 —
U(2) = Iz— [edG (0) .
-h
If o(A)n{z:Rez>0}=0 and

o, =0(A)n{z:Rez=0}= D the generative equation is on
the border of stability and some preliminary preparation is
necessary in order to obtain the resulting averaged equation.

We will refer to the spectral subspace of the operator A
corresponding to oy as the critical subspace and to the
solutions of (2) lying in the critical subspace as the critical
solutions. One has to note that the selection of the first linear
term in the right hand part of equation (1) can be done
somewhat arbitrarily. One can add any arbitrary linear

continuous mapping &9;(¢) to the linear part to (1) and
subtract it from the second term. Using this arbitrariness and
taking into consideration that the set o consists of the finite
number of points [2] T, =1z;, i=12..m{, it may be
assumed that the selection of the terms in the right hand part
of (1) has been done in such a manner that
(detU(z;))' =0, j=12,...,m,

One can apply the projective operator P, not only on any

continuous vector-function w(#), but also on any vector- or
matrix-valued measurable function. Primarily one needs to
rewrite equation (1) in the operator form [2, 8]

du;

dt @)

= Autg + SIF(t, Uf, Y(t),g)

where the matrix-valued function {I(8),~h<@<0} is defined
by the equality

if —h<6<0,

0,
'(9):{ if 0=0

and | isthe NxN identity matrix. Thereafter one must define
the spectral projective operator P, corresponding to
o, < o(A) . We will use its integral representation for that [4]
in the form

(PO = [(12-2) "y)(O)z @

where B=U{Zi\2—2,~\=5} with sufficiently small § >0. It

j=1
can be easily noticed that both projective operators P, and
I -P,

are bounded. Inserting the above matrix-valued

32

function | into the integral representation (4) one can define
the NN matrix-function

re) = i,j((lz —A) D)z = res{U @6 ], (5)
27 B j=1 !

Let us denote the critical subspace as X, = P,C,, the matrix

of a basis in this subspace (consisting of M columns and n

rows) asV (@) and the stricture of the operator A on X, as

A, and let A, be the matrix of this stricture defined by the
equation A,V (8) =V (€)A,. Furthermore, one can define the
Mx M matrix \Jr by the identity I'(¢) =V (9)¥ . Let us use

the above notations along with the notation
V ={V(6), -h <@ <0} and assume the existence of the M —

dimensional vector function If(x) of the argument x « R™
defined by

i
F(x) = lim % j j e M WE(t, Ve, y,0)u(dy)dt .
oY

Thus we define the averaged (not random) differential
equation

df =F(x).

(6)

Il.  STABILITY THEOREMS

By analogy with the corresponding definition of [5] we will
say that the trivial solution of the random equation (1) is
exponentially P — stable in the large for all sufficiently small

positive & if there exist positive constants &,, a, and

positive number a, (&) such that

(s)
£

foranys,t>0,yeY ¢@eC, andforanyse (0, ). Here
and further throughout this paper the upper and lower indices
of expectation denote the conditions Y(S) = Y, Ul =¢.

0 (t+) < ae |

Theorem 1. If the trivial solution of (2) is asymptotically
stable, the trivial solution of the equation (1) is exponentially
p — stable for any positive p and sufficiently small positive
&.

Theorem 2. Let the function F(t,VX,y,&) be uniformly
continuous at zero as a function of &; have uniformly
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bounded continuous X — derivative DF(t, VX, y,0) ; belong to
the domain D(Q) of the operator Q; have continuous

bounded t —derivative gF(t,Vx,y,O); have the above

defined average F(x) along the solutions of the generative
equation and let there exist constant b such that

s+T

sup ”e"’*‘i’F(t,VetA" X, ¥,0) u(dy)dt — TF (x)| < b|x

y.T.s sY

for any x e R™ . Then if the trivial solution of the averaged
equation (6) is globally exponentially stable, then the trivial
solution of the random equation (1) is exponentially P —
stable in the large for all sufficiently small, positive € .

The proof is based on a projection in the critical subspace of
the equation (3), transition to the slow time 7=¢&t and
applying the second Lyapunov method with a specially
constructed Lyapunov functional as it has been done in [3] for
equations with small Markov perturbations.

Discussing a mathematical model of an adaptive Samuel-
Marshall type single component market let us consider the
equation

THE MODEL AND RESULTS

dp(t) _

d D(p(®) - S(p(t-1))

t

where D(p) and S(p) denote, respectively, dependence of
demand and supply on price P.

To control a price at the time moment t a manufacturer can use
a supplied quantity S(p(t)), but to enter the market he/she
needs some time 7 (t), which may also be a stochastic
process. Therefore a manufacturer is entering the market at the
moments of time t and thus he/she has a delayed reaction
because he/she is guided by the price at the moment of time t -
T (t). As a result, the supply depends on the price p(t- 7 (t)).
The demand at the time t instantaneously affects the price
value, i.e., D(p(t)). Like in the classical Samuelson model we
will suppose equilibrium to be reached due to an adaptive
price dynamical property: the price movement p(t + 7 ) - p(t)
is proportional to difference D(p(t))- S(p(t- 7 )).

Our model supposes that a producer, having at his disposal
resources to react on the increase in price, heightens supply
immediately. In the opposite case the reaction is delayed by
time 7, necessary for production or transportation of goods.

Let us give a reasonable interpretation of time delay 7 = y(t)
as a Markov process with two states — zero and one. Let Yy(t)
be ergodic homogenous Markov process in space Y with

33

transition probabilities P(t,y,dz) and invariant measure
1~ {m,1—7x}. Let us denote by u(t)=p(t)— P the price
deviance from the equilibrium price P. Let @ and b

indicate elasticity of demand and supply correspondingly.
Using the ratio

and noting that both the supply and demand are non-linear
functions, we may have the linearized model near the
equilibrium price in the form

% =b(cu(t) —u(t - y(1)) + &F (u, y(¥)) . (7)

By means of G(6,y) =b(c1,(0)-1,(9)), where

1.(0) :{]C-), ::EE-—l, 0,0¢r |

one can rewrite the model in the form

0

= [u(t+6)dG(6, y(1) + & (u,, y(1))

-1

du(t)

it ®)

To obtain the form useful for the averaging procedure we
introduce operators:

;—940(0), ~1<0<0,
(A(Y)p)(0)=

o

[o(6)dG(8,y), 0=0.
-1

That produces the equation in the space of continuous
functions, C:

d & _ t & &
U A E IR Y1) (@)
Integration by the invariant measure 4 provides
d_  —
aut = A, (10)

where

Tu(tw)d@(e), 6 =0,
A, = [ (A(Y)T,)(©0)u(dy) =4
; 10, ~1<0<0
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G(0) = [G(0,y)u(dy) R=7 —
Y
Stability conditions depending on the spectrum of operator A Y
o(A) = {detU(z) = 0}, Dl
3in)
0 —
U(z):lz—jewde(e), 5
hel |
follow: p .

G (6) =b(c— )L, (6) ~b(L- )1, (0),
;'tu(t) =b(c—7)u(t) - bl-7)u(t-1),
o(A)={z:2=b(c-7—(1-r)e")].

- l-c
As —1<c<0, it is necessary to have 7Z'<T and

- arccos((c —z) I(1- 1))
Ja-c)d+c-27)

to provide o(A) c {Rez <0}.

2|:I“b
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Fig. 1. Stability region for the market model

In case of o(A)n{Rez>0}=0 and
o(A)n{Rez=0}=1{z,2,,..,2,}# D, ie. the spectum of
operator A contains the set o, ={Zl,22,..., Zm} of m

imaginary points one may use the results of Theorem 2.

Let us specify the demand and supply functions for the
model to provide the case if the system is on the border of
stability:

D(p)=ap+gp°’ +a

S(p)=bp+p

34

Fig. 2. Specified demand and supply functions for obtaining business cycle

A

v

Fig. 3. Business cycle on the demand-supply plane

Then operator A has a pair of imaginary eigenvalues

o, = {tiv} with v=\[A-c)L+c—27, . Analysis of the

averaged system allows establishing existence of the stable
phase trajectories business cycle on the (D, S) plane for the
system (7).

REFERENCES

E.B. Dynkin, Markov Processes, Springer-Verlag, Berlin, 1965.

J. Hale, M Sjord, Introduction to Functional Differential Equations,
Springer-Verlag, New York, Hong Kong, 1993.

L. Katafygiotis, Ye. Tsarkov, “Averaging and Stability of Functional
Differential Equations with Markov Parameters”, Journal of Applied
Mathematics and Stochastic Analysis, 12:1, pp. 1-15, 1999.

T. Kato, Perturbations Theory of Linear Operators, Springer-Verlag,
Berlin, Heidelberg, 1966.

R. Khasminsky, Stochastic Stability of Differential Equations, Sijthoff
and Noordhoff, Alphen aan den Rijn, 1980.

K. Sadurskis, Ye.Tsarkov, “Asymptotic methods for stability analysis of
retarded dynamical systems with Markov switching”, Proceedings of
ASMDA'2001, v.2/2, 2001. Univ. of Technology of Compiegne,
Compiegne, France, pp. 905-910, 2001.

M. Sverdan, Ye. Tsarkov, “Stability of the stochastic impulse systems”,
RTU, Riga, 1994.

Ye. Tsarkov, “Random Perturbation of Functional
Equation”, Zinatne, Riga, 1989.

[1]
[2]

31

(4]
(5]
(6]

(71

[8] Differential

Vineta Minkevica received a Master degree in Applied Mathematics from the
University of Latvia in 1991 and received her Doctoral degree in Mathematics
(Dr. Math) in 1998. Since 1991, she has been working at Riga Technical
University. She is currently an Associate Professor at the Department of
Management Information Technology, Riga Technical University.
Her major fields of research are dynamical systems with
perturbations, stochastic systems behavior and stability conditions.
Her articles are mainly devoted to the study of linear dynamical systems of
impulse type, whose dynamical characteristics depend on the step Markov
process.

random



Scientific Journal of Riga Technical University
Computer Science. Information Technology and Management Science

2011

Volume 49

She is a member of Latvian Mathematical Society. His major fields of interests are qualitative theory of the stochastic functional
E-mail: vineta.minkevica@rtu.lv differential equations, probability theory and mathematical statistics,

asymptotical methods and their applications for the analysis of stochastic
Karlis Sadurskis received a Master degree in Applied Mathematics from dynamics of microeconomic mathematical models.
Riga Technical University in 1982. He received the Doctoral degree in K. Sadurskis is a member of SEFI — Société Européene pour la Formation des
Mathematics (Dr. Math.) in 1991. Ingénieurs MWG — Mathematics Working Group; member of Latvian
He is a Professor at Probability Theory and Mathematical Statistics Mathematical Society; member of Latvian Association of Scientists; member
Department, Riga Technical University. Formerly : 2002 - 2011 Member of =~ of Latvian Statistics Society; evaluation committee expert of Higher
the Parliament of the Republic of Latvia, 2002 - 2004 Minister of Education Education Quality Evaluation Centre (HEQEC); member of Promotion
and Science of the Republic of Latvia. Council «RTU P-07» in Information Technology.

E-mail: karlis.sadurskis@gmail.com

Vineta Minkevita, Karlis Sadurskis. Par adaptiva vienas komponentes tirgus lidzsvaru

Jebkuras realas sistémas vai paradibas attistiba lielaka vai mazaka méra paklauta nenoteiktibas iedarbibai, pie kam sistémas parametri gadijuma ietekmé var
mainities saméra vienmeérigi vai l€cienveidigi. Interesi izraisa $ada veida sistému lidzsvara nosacijumu izp&te. Ekonomiskas sféras procesu modelésanai, ka
parasti, tiek izmantoti determinéti bazes modeli, kuros sakotngji gadijuma ietekme netick nemta véra. Dotaja raksta apskatitaja klasiskaja adaptiva vienas
komponentes Semjuela-Marsala tipa tirgus modeli pieprasijums un piedavajums tiek definéti ka cenas funkcijas D(p) un S(p), cenai mainoties atkariba no laika
p(t). Modelis paredz, ka razotaja reakcijai uz tirgus cenu nepieciesams laiks 7, lidz ar to raZotaja reakcija aizkavgjas, jo vins rikojas atbilstosi cenai momenta t-
T un atbildot uz pieprasijuma vértibu D(p(t)) piedava apjomu S(p(t-7)). Semjuela-Marsala modeli tirgus reakcijas cenu starpiba ir proporcionala atbilstosa
pieprasijuma un piedavajuma starpibai D; — S;. Saglabajot So modela pamatideju, raksta tiek piedavats apskatit razotaja reakcijai nepiecieSamo laiku? ka
stohastisku procesu, kas attistas l&cienveidigi. Sada modela aprakstam tiek piedavats kvazilinears funkcionaldiferencidlvienadojums, kur§ atkarigs no fazes
koordinatas un ergodiska Markova procesa ar atriem parslegumiem. Raksta pamatdala veltita apskatamas sistémas lidzsvara nosacijumu izpétei. Stohastiska
modela stabilitates novértéjumam tiek piedavata metode, kas balstas uz vidéjosanas procediiru attieciba uz laiku, sekojot generativa vidéja lineara vienadojuma
kritiskajiem risindgjumiem, un attieciba uz Markova procesa invarianto méru. Pielietojot minéto metodi p&tamajam modelim, tiek pieradits, ka rezultgjosa
determinéta vienadojuma eksponenciala stabilitate ir pietickama sakotngjas nenoteiktds, gadijuma iedarbibai paklautas sistémas eksponencialajai stabilitatei,
pietiekami atru parslégumu gadijuma.

Bunera Munken4a, Kapiauc llaxypckuc. O paBHOBecHH aIanTHBHOTO OIHOKOMIIOHEHTHOI0 PbIHKA

PasBuTHe M000¥ peanbHOI CHCTEMbI MM SIBIEHHS IIPOUCXOIUT MO BIMSHHEM HeolpeeneHHOCTH. [Ipr 9TOM mapaMeTphl CHCTEMBI IIOJ BO3ACHCTBUEM CITydast
MEHSIOTCs Oojee MM MEHee PaBHOMEPHO MIIM CKauKooOpasHo. MHTepec BBI3bIBaeT HCCIEIOBAHHME YCIOBHI PaBHOBECHS TAKUX cuUcTeM. [l MOJenupoBaHUA
IPOLIECCOB DKOHOMMYECKOH cdepbl, KaK MPaBHIO, HCHOIb3YIOTCSA JETEPMHUHUPOBAHHbIE O0a30Bble MOJEIM, B KOTODPBIX IIEPBOHAYAILHO HE yUUTHIBAIOTCS
cirydaiiasle 3¢ QexTsl. B kimaccudeckoil MOIENM OZHOKOMIIOHEHTHOTO aJalTHBHOIO pblHKa THra Comiosna-Mapiuauia, KOTopash paccMaTpHUBaeTcst B
JIAHHOM CTaThe, CIPOC M IPEUIOKEHUE ONpeaesstores kak (GyHkuuu nensl - D (p)u'S (p), a uena mensiercss B 3aBucuMoct oT Bpemenu - p (t). Mogens
IpeyCMaTpUBaeT, YTO OTBET IIPOM3BOANUTEIISI HA H3MCHEHNUE PHIHOYHOM LEHBI TpeOyeT BpeMeH! T , OPTOMY peakiusl IIPOU3BOAUTEIS 3a/IepKHBACTCS, TaK KaK
OH JICHICTBYET B COOTBETCTBHM C LICHOW B MOMEHT BpemeHu t- 7, mB oTBer Ha 3HadeHue cupoca D(p(t)) mpenocrasisier kommuectso S(P(t-7)). B mozxenn
Chomrosa-Mapiiiajuia pasHOCTb LIEH OTBETHOI PEaKIUM PhIHKA MPONOPILMOHAIbHA PA3HOCTH cripoca U npeuiokernst Dy — S CoxpaHsist OCHOBHYIO MZCIO 3TOit
MOJIEIH, B CTaThe MPEIOKEHO BpEeMs Ha PEaKIUIO IPOM3BOIMUTEINS PaccCMaTPUBATh KaK CTOXaCTHUECKIT Ipoliece, KOTOPBIH pa3BUBaeTcs ckaukoodpaszHo. Jlis
OITMCAHUs TAaKOH CHCTEMBI IpeIJIaraeTcs MCIIOJIb30BaTh KBA3MIMHEIHbIE (YHKIMOHAJIBHBIE ypaBHEHHMS, 3aBUCAIINE OT KOOPAMHATH (ha3bl M dPrOJHIECKOrO
mporecca MapkoBa ¢ ObICTpEIME HepekIrodeHusIMU. OCHOBHAsI 4aCTh CTAThU MOCBAIICHA UCCIIEOBAHMIO YCIOBUH paBHOBECUs paccMaTpUBaeMoii cuctemsl. s
OLICHKH CTAOMJIBHOCTH CTOXACTHYECKOH MO MpeyIaraeTcs MeTOJ, KOTOPBI OCHOBaH Ha MPOLEAype YCPEIHEHHS OTHOCHTENHHO BPEMEHH BJONIb
KPUTHYECKUX PENICHNH OPOXKAAIONIEro CPEAHEro JIHHEHHOr0 ypaBHEHHsI H OTHOCHTEIFHO HHBApHAHTHOW Mepsl MapkoBckoro mnpomnecca. C IToMOIIBI0 JaHHOTO
MeTozia JOKa3aHo, YTO YKCIIOHEHIHUANbHAS! CTAOMIBHOCTD MOTYyYEHHOTO IETePMHHHPOBAHHOTO ypaBHEHUS JOCTATOUHA JUIS SKCIOHEHIMATbHOH CTaOHIbHOCTH
HaYaIbHOH CITydaifHON CHCTEMBI TS BCeX MOJIOKUTENBHBIX YHCEN U IS IOCTaTOYHO OBICTPHIX MEPEKITIOYCHHUH.

35


mailto:vineta.minkevica@rtu.lv
mailto:karlis.sadurskis@gmail.com

