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Abstract — Product delivery planning and scheduling is a task
of high priority in transport logistics. In distribution centres this
task is related to deliveries of various types of goods in
predefined time windows. In real-life applications the problem
has different stochastic performance criteria and conditions.
Optimisation of schedules itself is time consuming and requires
an expert knowledge. In this paper an integrated approach to
product delivery planning and scheduling is proposed. It is based
on a cluster analysis of demand data of stores to identify typical
dynamic demand patterns and product delivery tactical plans,
and simulation optimisation to find optimal parameters of
transportation or vehicle schedules. Here, a cluster analysis of the
demand data by using the K-means clustering algorithm and
silhouette plots mean values is performed, and an NBTree-based
classification model is built. In order to find an optimal grouping
of stores into regions based on their geographical locations and
the total demand uniformly distributed over regions, a
multiobjective optimisation problem is formulated and solved
with the NSGA 11 algorithm.

Keywords - tactical planning; vehicle scheduling; cluster
analysis; optimisation; simulation

I. INTRODUCTION

Nowadays a vehicle schedule optimisation task has a high
commercial priority in transport logistics. This problem is
relevant to the delivery task of multiple products from a
distribution centre to a net of stores, when delivery time
constraints are predefined. The problem has also specific
stochastic performance criteria and conditions, as well as a
high number of decision variables, which complicates the
solution process. Heuristic methods and commercial software
that are usually applied could lead to non-effective solutions,
high computational costs and high time consumption.

In practice, product demand from stores is variable and not
deterministic. As a result, the product delivery tactical plan
that is further used for vehicle routing and scheduling has to
be adjusted to real demand data, and product delivery re-
planning supervised by a planner is often required. This task is
also very time-consuming and requires specific knowledge
and experience of planning staff in this domain. Moreover, in
real-life situations a cluster analysis of the product demand
data and potential tactical plans is not performed. But the most
suitable product delivery plan could be defined as a result of
such an analysis that would ensure high quality solutions to
schedule optimisation problem and reduce computational costs
of the problem solution.

The methodology proposed in the paper is aimed at
selecting a product delivery tactical plan of the distribution
centre for a week and optimising parameters of the
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corresponding vehicle schedule. The methodology integrates a
cluster analysis that defines typical product demand patterns
and identifies an appropriate demand cluster and tactical
delivery plan, and simulation optimisation techniques used to
optimise vehicle delivery schedules. Vehicle routing and
scheduling optimization is based on the data from tactical
planning of weekly deliveries. In practice, weekly delivery
planning is based on data about the number of products to be
delivered to stores and their allocation to geographical regions.

The paper is also focused on cluster analysis of the demand
data by using the K-means clustering algorithm. To define an
appropriate number of clusters, silhouettes plots are built and
their mean values are estimated. As far as the demand is
dynamic and variable, a classification model that assigns an
appropriate demand cluster is presented by an NBTree, which
induces a hybrid of decision-tree and Naive-Bayes classifiers.
Finally, in order to find an optimal grouping of stores into
regions based on their geographical locations and aimed to
leverage the total product demand over regions, a
multiobjective optimisation task is formulated, and the NSGA
Il algorithm is used to solve the problem.

I1.PROBLEM STATEMENT

A methodology for product delivery tactical planning and
scheduling to a net of stores is described below. The main task
of the logistics department is to prepare an effective tactical
delivery plan for the upcoming week.

The problem in the previous tactical and strategic planning
method arose due to the fact that all schedules of deliveries
were based on a single predefined weekly delivery plan or
base plan, tuned and corrected for each new week. However
historical data of store demands show that often the real
demand can differ from the expected or average one, which is
determined in the predefined or base plan. Thus significant
changes should be made in the base delivery plan for each new
week. The reasons for the demand variance can be demand
seasonal effects or marketing events, and they are not further
discussed in this work. This research focuses on the
methodology that will allow reducing the affect of demand
variation on the delivery planning process and avoid numerous
time-consuming adjustments of the base plan.

The problem solution to be found is a detailed delivery plan
where schedules, routes and goods to be delivered are defined
with the condition that this delivery plan is the best for the
defined input data.

Input data are data on the historical demand and location of
the logistics department customers (i.e., stores), data on
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available vehicles for the product transportation and the
existing delivery routes. Some additional input data are also
used, in particular, time windows defined for product
deliveries to stores.

An optimal delivery plan should satisfy the following
criteria. The number of goods delivered to the stores should be
equal to the demand of these stores for a particular day.
Delivery costs have to be minimised. This implies sub-criteria
such as the number of vehicles used to deliver all goods
should be decreased, and transportation costs should be
minimized, which can be achieved by optimal delivery routing
and scheduling.

Due to the high computational costs for the optimisation
part of the tactical delivery planning, some suggestions and
problem simplifications are made in this research to reduce the
search space of possible solutions.

First, while keeping an existing planning procedure, where
a delivery plan for the next week is made based on the
predefined tactical plan, several tactical plans for different
demand modes are introduced. It is assumed, nevertheless, that
demand of the stores for each week could be different; it is
possible to identify several typical demand patterns. Herewith
all new demand patterns are related to these typical patterns.
This simplification will reduce the work of adjusting a typical
delivery plan to the current situation. Since there are now
more typical delivery plans that are based on typical demand
patterns, the work will be reduced to making a decision, which
delivery plan should be used for the next week and small
adjustments of it still maybe required.

Another suggestion is to group stores and assume that a
vehicle from a distribution centre will deliver only to stores
from a similar group. This simplification can significantly
reduce the dimensionality of the final scheduling and routing
problem, which will reduce the complexity and computational
efforts required to solve the problem.

PROPOSED METHODOLOGY

A. Detailed Description

The proposed scheme of the problem solution is depicted in
Fig. 2. The main data flow in the solution process is as
follows: from demand forecast input data to an optimal
schedule and route output data, accomplished by additional
actions. These actions, which should not be performed
regularly, include identification of typical demand patterns,
grouping of stores, and preparation of strategic delivery plans.
First two actions are based on the historical demand data, and
thus should be performed rather rare. Synthesis of a strategic
delivery plan is based on the outputs of the previous two steps
and is computationally time-consuming, but it is not a
repetitive process as well. Also, these tasks are essential, as
they can reduce the complexity of the following tactical and
operational planning.

These methods will be applied in each procedure step:

e Building product dynamic demand patterns by
clustering historical daily demand data for different
weeks.
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e Grouping of stores and assigning stores to regions is
based on clustering embedding additional techniques,
which will allow making groups of stores more
homogeneous by the product demand per region.

Strategic delivery planning is performed for each
group of stores and each pattern demand by using
combinatorial meta-heuristic optimisation techniques.

Identification of demand patterns is based on the
classification model created for typical demand
patterns.

Tactical delivery planning — currently is made with an
adjustment of a strategic plan to a new or forecasted
demand.

Vehicle routing and scheduling by using scheduling
optimisation meta-heuristics described in [1].

IVV. DATA ANALYSIS AND CLUSTERING

A. Cluster Analysis of Planning Weeks by Product Demand

Vehicle routing and scheduling optimization is based on the
data from tactical planning for a week delivery. At the
moment, only one tactical delivery plan is being used as the
base plan. As far as the product demand per store is dynamic
and not deterministic, the product delivery plan has to be
adjusted almost each week. It seems reasonable to specify
typical patterns of dynamic daily demand for different
planning weeks and introduce several base plans each
representing an appropriate product delivery time table for a
specific demand pattern. Thus this work is aimed to find a
number of typical demand patterns and corresponding clusters
or groups of weeks, and construct a classification model that
will allow allocating any specific week to one of previously
defined clusters. The historical data on daily number of
delivered products for 52 weeks are used in the business case.
The following two tasks are set to achieve the defined
objective:

1. Finding a number of typical demand patterns by
performing a cluster analysis of input data — weekly
demand time-series each representing a sequence of
points — daily number of the product deliveries for a
specific week (see Fig. 1);

Constructing a classification model that for any week
allows determining an appropriate demand pattern and
correspondent product delivery plan.
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Fig. 3. Silhouette plots and mean value for the number of clusters from 2 to 8

Cluster analysis is a way to examine similarities and
dissimilarities of observations or objects when characteristics
of objects in the same cluster are similar but the characteristics
of objects in different clusters are dissimilar [2]. Here, a
cluster analysis of input data provides an opportunity to divide
a variety of planning weeks into clusters and to find the
number of clusters that represent weeks with specific demand
patterns. It also gives information for a construction of the
classification model in order to decide which weekly delivery
plan would be preferable for the next week.

The K-means clustering algorithm is used in the paper. It is
a partitional clustering that aims to divide n observations into
a user-specified number k of clusters, in which each
observation belongs to a cluster with the nearest mean [3]
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representing cluster centroid. The result is a set of clusters that
are as compact and well-separated as possible. Here, an
appropriate number of k clusters, or typical demand patterns is
defined by using silhouette plots [4]. This method provides a
numerical measure of how close each point is to other points
in its own cluster compared to points in the neighbouring
cluster. It is defined as follows:

b, —a,

where s; is a silhouette value for point i, a; is an average
dissimilarity of point i with the other points in its cluster, and
b; is the lowest average dissimilarity between point i and other
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points in another cluster. Higher mean values of silhouettes
show better clustering results that determine better clusters
giving the best choice for a number of clusters.

In the research, k-means clustering experiments have been
performed for the number of clusters from 2 to 8. Then for
each clustering experiment, silhouette plots have been built,
and mean values of silhouettes per cluster have been
calculated (Fig. 3).

Analysis of silhouettes mean values leads to the conclusion
that the best cluster separation could be done at k=4 with a
silhouette mean value equal to 0.558. As a result, an
appropriate  number of product demand patterns and
corresponding clusters of observed weeks is defined by 4 (Fig.
4). Clusters 1 to 3 seem to be appropriately clustered. Here,
winter weeks particularly belong to cluster 1, autumn and
spring weeks are mainly in cluster 2, while summer weeks are
allocated to the clusters 2 and 3. However, silhouettes values
for a cluster 4 are negative. Theoretically, weekly demands
assigned to this cluster could be better allocated to another
cluster. These (i.e., for Midsummer, Christmas and New
Year’s event weeks) weeks are unlike in the demand dynamics
and in specific days, where demand peaks are observed.

Reallocation of ‘unlike’ weeks avoids receiving negative
silhouette values (see Fig. 4). However, this does not provide
an increase in the silhouette mean value as might be expected.
In this case, ‘unlike’ weekly demands behave as a ‘noise’ in
their ‘native’ clusters, decreasing silhouette values. Then,
clustering experiments have been performed with 49 weeks,
where three ‘unlike’” weeks have been excluded from a cluster
analysis. This has allowed us to increase the silhouette mean
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Fig. 5. Typical demand patterns for the number of clusters k=4
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Fig. 4. Silhouette plots for the number of clusters k=4 with reallocation of
‘unlike’ weeks and for the number of clusters k=3 and 49 sample weeks

As a result, the number of clusters is fixed and set equal to
k=4. Dynamic demand patterns received are presented in Fig
5. Correspondent average daily number of delivered products
per cluster is defined by 3474, 3938, 4528, 4030 rolls,
correspondingly. It is worth noting that a tactical weekly
delivery base plan could then be defined for a cluster with a
silhouette mean value greater than 0.5. In this case, a tactical
product delivery base plan is selected, adjusted or built for the
first three clusters, and not analysed for the last one.

A classification model that assigns an appropriate demand
cluster is represented as an NBTree, which induces a hybrid of
decision-tree and Naive-Bayes classifiers. This algorithm is
similar to classical recursive partitioning schemes, except that
leaf nodes created are Naive-Bayes categorizers instead of
nodes predicting a single class [2].
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Fig. 6. NBTree classification model
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For a specific week and demand time-series, a cluster is
identified by determining a proper leaf number C based on the
number of product deliveries on Monday. When the leaf
number is known, a cluster is estimated by a formula:

m )
C = arg max P(Cj)l_[P(ai |cj)
CJ:C i=1

where P(c;) defines the probability that weekly demand
belongs to cluster c;, and P(a;/c;) defines a conditional
probability that demand for a day a; belongs to cluster c;.
Probabilities P(c;) are calculated from clustering results,

while P(a; /c;) are defined from the Naive Bayes classifier

according to the above determined leaf number (Fig. 6). Then
a cluster with highest probability value P(Cj)l_‘["i p(mcj) is

assigned.

The model is validated by 10-fold cross-validation that
separates data into 10 sets. In iteration the NBTree is trained
on nine datasets and tested on one dataset. This is repeated 10
times and the average of correctly classified instances is
counted. Preferably, an error value should be less than 5%. In
this case study, 98.08% of all instances are classified
correctly.

For a specific planning week, an NBTree allows identifying
an appropriate cluster and then choosing weekly tactical
delivery base plan corresponding to this cluster. The decision
tree allows making a decision about a proper delivery base
plan for the next week.

To improve the accuracy of cluster analysis and
performance of the correspondent classification model, the
number of weeks has been increased up to 156 weeks. Two
demand time-series have been generated for each planning
week by uniformly changing its daily number of delivered
products by £5%. In a similar way, input data for another 52
weeks have been generated and used to validate a
classification model itself. Built on this data the NBTree-based
classification model is given in Fig. 7. In this case, 10-fold
cross-validation showed that only eight weeks have not been
classified correctly, which produced an error value of about
5%.

FRI <= 4294.5

| TUE <= 3380.5: 1 cluster

| TUE > 3380.5: NB 3

FRI > 4294.5

| TUE <= 3700.5

| | MON <= 3062: 2 cluster
| | MON > 3062

| | | THU <= 4368.5: NB 8
| | | THU > 4368.5: NB 9
| TUE > 3700.5: NB 10

Fig. 7. Detailed NBTree classification model

B. Cluster Analysis for Assigning Stores to Regions

In practice, weekly delivery planning is performed based on
data about store allocations to geographical regions. In this

case a proper region separation and introducing rules
assigning stores to a specific region are very important. At the
moment all stores are grouped into 12 regions. However,
grouping of stores in regions has been made manually and
rearranging regions in case a new store is added may be
required. Also, it would be desirable to have separation of
regions with a similar weekly total demand.

The use of cluster analysis allows dividing stores into
regions according to their location. The following
experimental scenarios are performed in the research. The
number of regions is fixed and equal to the current number of
regions (scenario 1) or the number of regions is variable and
has to be optimized (scenario 2). Input data for analysis are
geographical coordinates of each store in Cartesian coordinate
system LKS 92 (scenario la and scenario 2a), for example,
East — 503819; North — 310956 or in polar coordinates
(scenario 1b and scenario 2b, correspondingly) that define an
angle from a fixed direction and a distance from a fixed
direction, for example, 8 — 63° and r — 2570.

To find the best number of regions for scenario 2a and 2b,
K-Means clustering is performed with the number of clusters
from 6 to 15. For each case silhouette plots are built, and mean
values of silhouettes for each cluster are calculated. Analysis
of silhouettes mean values determines that the best cluster
separation would be done at k=7 for scenario 2a (with mean
equal to 0.78) and at k=13 for scenario 2b (with mean equal to
0.7081).

However, the analysis of these results shows that a
clustering method does not provide improvements of the
current regional distribution of shops. Also, it does not allow
getting the total product demand equally distributed between
these regions.

V.REGION CLUSTERING WITH MULTIOBJECTIVE OPTIMISATION

A. Problem Formalisation

Input data of a region clustering problem contains the
number of shops n, the number of regions k, two geographical
coordinates — x;, y; of each shop i, i=1,...,n in the Cartesian
coordinate system and its total weekly demand d;.

Decision variables define a region (or cluster) a; to which a
shop i isassigned, i.e.,

Additional intermediate variables are introduced:
A =1tbla, = j} @)

where A, is a set of shops that are assigned to each region, and
.. Y .2
F(I,J)=\/(xi—xj) +(yi_yj) (®)
where r(i, j) define an Euclidean distance from shop i to the
centroid of cluster j and X; and Y; are mean values of
coordinates of all shops in cluster j:
Z Yi

2%

. = icA; = ieA; (6)
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Two objective functions are defined in the problem. The
first objective function determines how good generated
regions from the geographical location point of view are,
while the second one defines if the total demand is equally
distributed among these regions. Both objective functions are

minimized.
k
f,=>>"r(i, j)—> min @

j=lieA;
k $4

f,=> > d; == —>min (8)
j=1]ieA;

where f, defines the sum of distances between centroids of
the regions and shops assigned to them, and f, is the sum of
variances of the total demand for each region and the average
demand per region. No additional constraints are defined for
the optimisation problem.

B. Decision Variable Encoding

To define a vector of decision variables &; values in one
chromosome, an integer encoding is used. Correspondingly, a
chromosome is defined as a string of n integers and formalised
as a vector (a,, a,,a,),where a, e[LK].

This allows applying in the optimisation process GA
operators for the integer encoding.

C. Implementation of the Problems Solution Algorithm

To solve the problem, a multiobjective optimisation
Nondominated Sorting Genetic Algorithm 11 (NSGA-II) [5]
implemented in HeuristicLab optimisation framework [6] is
applied. The optimization problem itself is implemented as a
multiobjective optimisation problem plugin of HeuristicLab
with integer encoding of solutions and their evaluation by two
mathematical functions (7) and (8).

Input data are defined as follows:

- Coordinates of shops as an integer matrix where the first
row indicates coordinates of a distribution centre (DC) and
others define two Cartesian coordinates for each specific shop;

- Total weekly demand of each shop as a double array, in
which the first element corresponds to the DC and thus always
has demand equal to 0, and

- The number of regions is fixed and equal to 12.

In experiments with NSGA-I1, the following operators have
been applied: 1) Discrete crossover for integer vectors [6]; 2)
Uniform One Position Manipulator (mutation operator) [8];
and 3) Crowded Tournament Selector [5]. GA parameters
finally applied in the optimisation experiments are given in
Table 1. A termination criterion is defined by the number of

generations, i.e. 10000 generations in this case.
TABLE |
PARAMETERS OF NSGA-I11

Parameter Value
Population size 200
Crossover rate 90%
Mutation rate 5%
Selected parents 400

D. Experimental Results

Pareto fronts for a different number of generations with a
population size of 200 solutions are shown in Fig. 8. It can be
seen that the increase in the number of generations improves
the Pareto front of non-dominating solutions decreasing values
of objective functions. However, when the number of
generations exceeds 2000, these improvements become
smaller. The Pareto front obtained at the 5000" generation
provides good clustering results for regions from two
perspectives, i.e. from geographical perspective and demand
uniform distribution between regions. Further improvements
seem to be very small.

10
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Fig. 8. Pareto fronts for a different number of generations

The visualization of the obtained results shows that two
borderline solutions are not very good from the point of view
of a decision maker as far as they give worse results for one of
objective functions. Thus, a solution in the middle of the
Pareto front is selected (see Fig. 9, where different regions
with the shops assigned are shown). The corresponding values
of objective functions are equal to f; = 14144 and f,= 33012.
The total demand distribution is given in Table II.

~

©
Fig. 9. Solution in the middle of the Pareto front
TABLE Il

THE TOTAL DEMAND DISTRIBUTION
Region Regions Region Regions

demand demand
1 28443 7 25328
2 21429 8 21552
3 23440 9 21787
4 21687 10 12152
5 23583 11 14722
6 23101 12 21860
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tipu precu piegadi klientiem definétos laika logos. Praktiskos gadijumos problémai var piemist vairaki gadijumrakstura izpildes kritériji un nosacijumi. Pati par
sevi piegades planu un to piegades laika grafika optimizacija ir laikietilpiga un tai ir nepiecie$ama ekspertu zina$anu piesaistiSana. Raksta ir piedavata integréta
pieeja produktu piegades planosanai un to laika grafika optimizacijai. Ta ir balstita uz veikalu pieprasijuma datu klasteru analizi tipisku dinamiska pieprasijuma
Sablonu identifikaciju un attiecigi vairaku produktu piegades taktisko planu iegfiSsanu. Talakaja operacijas limena planosana ir paredzéta imitacijas modelésana
bazetas optimizacijas metozu pielietosana transportlidzeklu kustibas grafika parametru atra$anai. Piemérotakais piegades plans nodro$inas kvalitativu risinajumu
optimizacijas uzdevuma un laus samazinat to skaitloSanas laiku. Uzmaniba raksta ir pievérsta arl pieprasijuma nedélas dinamikas datu klasteru analizei ar K-
means algoritmu, novertgjot iegiito klasteru silueta grafiku vidgjas vertibas, kas lauj noteikt pieprasijuma nedélas dinamikas $ablonu skaitu. Piem&rotaka piegades
taktiska plana noteik$anai pamatojoties uz prognozeta pieprasijuma datiem, raksta ir apskatita NB-koka klasifikacijas modela konstrué$ana. Papildus, piecja ir
definéts apakSuzdevums, saistits ar optimalo veikalu grup&anu regionos péc to geografiskas atrasanas vietam, nolidzinasot kopgjo pieprasijumu $ajas grupas. Tas
ir formuléts ka daudzkritériju optimizacijas probléma, kas ir veiksmigi atrisinata ar NSGA II algoritma palidzibu. Manuskripta apskatita integréta pieeja lauj
pamatotak un ar mazakiem laika un ekonomiskajiem zaud&umiem iegiit pre¢u piegades grafiku logistikas sadales centram.

TI'anuna MepkypbeBa, Butanauii boibmakos, Makcum Kophes. MHTerpupoBaHHbIH MOAX0/ 1151 JIAHMPOBAHMS U COCTABJICHHSI PACIIHCAHUS A0CTABKH
TOBapoB

ITnanupoBaHue U COCTaBIEHHE PACIMCAHUS JOCTABKH TOBApOB SIBISETCS BAXKHOW 3aj1aueil B TPaHCIIOPTHOM JorucTuke. [ pacnpenenuTeNbHbIX HEHTPOB 3Ta
npobiemMa CBsi3aHa C JOCTAaBKOH TOBapOB B MarasdHBl B IPEIyCTAHOBJECHHBIE BPEMEHHBIE OKHa. Ha mpakTuke TakuMm mpoGieMaM MOTYT OBITh NMPHCYIIH
pa3HOOOpa3HbIE CTOXACTHYECKUE KPUTEPUH TPOM3BOAUTENLHOCTH. COCTaBICHHE )K€ TAKHMX IUIAHOB U TOCIEAYIOIIAs ONTUMH3AIMS UX PACHHCAHUI JOCTaBKU
SIBIISICTCS 3aTPATHOM 10 BPEMEHH, a TaKKe TpeOyeT NpHBIICYCHHs SKCIEPTHBIX 3HaHMH. B crathbe paccMaTpuBaeTcsi MHTETPHPOBAHHAS METOAWKA IS
COCTaBJICHUs TIJIaHA JOCTaBKM TOBApPOB M ONTHMH3ALMK €ro pacnucaHus. I1o1XxoJ OCHOBBIBAETCS Ha aHalM3€ KJIACTEPOB JIAaHHBIX 110 JAWHAMHKE CIpoca IJIs
BBISIBJICHHS THIUYHBIX IIA0JIOHOB CIpOCa U CO3[aHMM HAa UX OCHOBE HECKOJIBKMX TAaKTHYECKMX IUIAHOB JOCTaBKH. Ha mociemyromux sTamax ornepandoHHOTO
IUTAHUPOBAHUS IPEAINONIAraeTcsl MPUMEHEHHWE ONTHMHU3AIMKM Ha OCHOBE HMMHUTAI[MOHHOTO MOJEIMPOBAHUS Ul HAXOXKICHUS ONTUMAJbHBIX HapaMeTpoB
MePEeBO3KM M PACIUCaHUs TPAHCIOPTHBIX cpenctB. Hawbonee MOAXOAMIMI TaKTHYECKUH IUIAH JOCTABKH OOECIEYMBACT KAYECTBCHHOE PELICHHE 3a1aud
ONTHMHU3AIMU U TIO3BOJSET CHU3UTH BBIYUCIMTEIBHBIC 3aTPAThl 10 €ro MOMCKY. Takke B padoTe JEeTaqbHO PAacCMAaTPUBACTCS KIIACTEPU3ALMUS JAUHAMHUKH
HENIENBHOrO CIpoca ¢ MPUMEHEHHeM anroputMa K-means M OLEHKa CpeTHHMX 3HAYEHHMH CHIIyITHBIX TpaUKOB IOJMYYEHHBIX KIIACTEPOB JUISI OHPECTICHUS
KOJIMYEeCTBa IabJIOHOB HelenpHoro cipoca. Jlanee paccmatpuBaetcs moctpoeHre NBTree Mozeny kiaccudukanyu Juist BEIoopa Hanbolee MOoAX0IIIero IiaHa
JIOCTaBKM Ha OCHOBE IPOTHO3UpyeMoro crnpoca. Ciemyrolias U3 paccMaTpUBaeMbIX B CTaThe MOA3aJad, paCCUMTaHHAsl HA YMEHbIICHUE Pa3MEPHOCTH 3aJadyu
ONTHMU3AIINY, CBS3aHa C pa3/IeICHHEM Mara3uHOB Ha PETHOHBI MO MX TeorpaduueckoMy MECTOMOJIOKEHHIO, YPaBHUBas CYMMapHbIi CIIpoc 1o peruoHam. s
HAaXOKICHUs ONTUMAIBHOTO pPa3felicHHss Ha PErHOHbI, B paboTe copMynIuMpoBaHa 3ajadya MHOTOKPHTEPUATBbHOH ONTUMH3ALMH, PELICHHAs C ITOMOIIBIO
anroputMa NSGA 1I. PaccMOTpeHHBIH OIX0/ MO3BOJISIET Goiee 000CHOBAHHO U MPH 3TOM ¢ MEHBIIMMH BPEMEHHBIMH H 9KOHOMHYECKHMH 3aTpaTaMH MOTyIUTh
rpaduK JOCTAaBKH TOBAPOB VIS IOTUCTUUECKOTO PACTIPEACIUTENLHOTO IEHTPA.
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