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INTRODUCTION

Systems which people face daily are characterizgdcomplex structure and
operational principles. Working with the systems, well as investigating and solving
situations related with them, people constantly enakoices and decisions. Complexity
becomes relevant when people need to understangleomsystems and make adequate
decisions [HOR 1995, VIC 2002, ASH 2004, JOH 20@®)}. understanding here is meant
situation when a person (probably in thoughts)dawdel of the system, where structure and
functioning mechanisms are evident and allow Id@jicand objectively reason about the
system [SIM 1987, ASH 2007, SOK 2010]. With thereasing complexity of systems, more
significant becomes research of systems, featureslaied problems and analysis of causal
relationships that are essential for decision-mgak@AR 2004]. The analysis is accomplished
based on individual's knowledge, experience andhibs however, the human ability to
perceive and understand is limited, as the avepageon can simultaneously inspect up to
seven independent pieces of information [BAR 198@U 2007]. If the complexity of the
system exceeds the perception of the human mimdiss| then investigating the system
structure and causal relationships it is not pdssib connect (organize) elements of the
system, as well as causes with consequences. Gmrghg the person isn’'t able to perceive
the system as a whole and to understand it [BARZ1B9C 2000, ASH 2007]. The theory of
modelling is a direct outgrowth of concept ,orgatian” [KRI 1986]. In order to analyse
complex systems appropriate computer modelling amdilation tools are used [JOS 2000,
WEA 2004, VAZ 2009], that enable understanding loé tresearch object and support
decision-making [RIC 2000].

Nowadays, the information and communication tecbgiels (ICT) provide the
fundamental infrastructure for the social and eocoicqorocesses and are essential to promote
innovation in the enterprise and industry. ICT basome a substantial part in the research,
development, innovation and technology transferdiffierent domains [NGU 2010, INF
2011]. With increasing use of ICT and its topigatibrrespondingly increases the necessity of
existing technical solution evaluation and develepmof new solutions. The research of
complex technical systems has a significant rolé¢hese processes [INF 2011, PEI 2011].
Requirements for the tool and approach that enablagealize system modelling are
determined by characteristics of the complex tezdinsystems and available information
[GRU 1997a, KHA 2010]. Main characteristics of cdexptechnical systems are: many,

various components and the interactions among thehich are difficult to analyse;



hierarchical structure; and complex behaviour. Kieolge about these systems often belongs
to several experts rather than just to one [GRIR2BBGHA 2010].

In Riga Technical University the structural modwadliapproach that is suitable for
complex technical system structural modelling andlysis in normal functional conditions,
as well as, under the faults, has been developeel.approach has various advantages: it is
suitable for structural modelling in conditionsie€omplete information; a graphic notation is
used; and it allows the investigation of differesystem’s morphological and functional
aspects. However, the approach is not implememteghiappropriate computer system that
enables automatized construction of structure nsodel order to perform complex system
structural modelling with computer, the approachstmibe implemented in the intelligent
system [GRU 1997a, GRU 2002]. This is an essept&tondition to capture, represent and
effectively handle with knowledge about complextegss, which different individuals have
at different times, and to create system struatuvdels automatically. To create an intelligent
system, the relations between complex systems, ltimagerinciples and aspects of the

selected approach must be determined.

Motivation of the research

Topicality of the doctoral thesis is related to thereasingly growing complexity of
systems and their role in the information and comigation technologies. ICT are essential
to improve productivity and to contribute the deyehent in industries and science, as well
as to meet public demands for public services (sagkhealth, education and transport).
Consequently, the ICT research is one of the Ewop®nion's Seventh Framework
Programme (FP7) priorities in 2013 [EUR 2012]. Céewgechnical systems are widespread
in society, industries and science, using a varatyCT. In order to build, manage and
improve such systems, they must be investigatetjusgppropriate approaches and tools. The
model is primary research tool for complex systg8ISY 2006, YOU 2007, SOK 2010].
Complex systems have specific characteristics lthmat the choice of modelling approach.
Development of ICT expands modelling opportunitiééhough many approaches and tools
have been developed, the problems with complexesystructural, functional, as well as
behaviour modelling are not completely solved, ieneral, for every modelling aspect
separate mathematical apparatus is used. To adtiissshortcoming, in the 70's of the last
century, a structural modelling approach has bemeldped. In the approach principles of
complex system morphological and functional modeisl methods of structural analysis

were developed. Methods and algorithms proposestrinctural modelling, deal with the



complexity of technical systems with physically dregeneous elements [GRU 1997b].
However, the capabilities described in structurabeiling were not implemented in the tool
and there existed no algorithms that enable auirethtievelopment of models (models were
created manually). In addition, since the develapnoé the structural modelling approach,
new aspects of complex systems have emerged, t&ttlbe modelled. Mentioned problems
are addressed in this thesis.

Thegoal of thethesis

The goal of the thesis is to develop the knowledgquisition and representation
schema and implement it the intelligent computsteay that provides structural modelling of
complex technical systems with heterogeneous elanesalizing construction of structure
models automatically, and to approbate the intefitgsystem as an example using a particular

complex system.

Thetasksof thethesis
In order to achieve the goal of the thesis thefoihg tasksare specified:

e To explore the structural and operational pringpbé complex and intelligent systems
and to identify the properties that must be takea account when the system modelling
is performed,;

e To analyse structural modelling current opportesitand to identify weaknesses, which
are essential in the development of intelligent potar system;

e To improve the syntax and semantics of the strectnodels, as well as transformation
algorithms between structure models;

e To develop a knowledge acquisition and represamtasichema that enables complex
system structural modelling and can be implememtékde intelligent computer system;

e To develop transformation algorithms that provideoaated construction of structure
models;

e To develop and implement the architecture of aelligent computer system, including in
it the techniques of structural modelling and asialty

e To verify the built-in functionality of the develed system and its suitability for structural

modelling purposes, realizing within it the realfdosystem structural modelling.



Resear ch objects
The research object is structural modelling approt@t is suitable for complex

technical systems with heterogeneous elements traglel

Resear ch subject
The research subject of the doctoral thesis isitaathre of intelligent computer

system and its implementation that enables congfstem structural modelling and analysis.

Scientific novelty
The scientific novelty is as follows:

e The developed knowledge acquisition and representachema — frame set, which is
implemented in the intelligent system, provides ezigy knowledge acquisition and
representation about complex systems and allowstdace and process the acquired
knowledge;

e The developed eight transformation algorithms fritve frame set to morphological and
functional structure models, that are implementedhe intelligent system for complex
system structural modelling (I4S) and enable gdimgraand visualization of structure
models;

e The developed architecture of the intelligent cotapwsystem for the complex system
structural modelling, that is implemented in 143 gamovides automatized construction of

structure models as well as topological and qualgaanalysis of structure.

Theoretical value
The theoretical value is as follows:

e The developed new elements (logical operators$tioicture models, their description and
visualisation, and verified logical operator apation opportunities;

e The developed additional element notation for molpgical structure model, which
allows to determine whether the represented okgeant element or a component;

e The developed notation for a new functional streeetaodel in space of behaviour;

e The improved syntax and semantics of the structncglels and the transformation
algorithms between structure models;

e The created knowledge acquisition and representaiohema and transformation

algorithms from the frame set to the structure ngde



e The developed architecture of the intelligent cotapwsystem for the complex system

structural modelling.

Practical significance
The practical significance of the thesis is asoioi:

e Knowledge acquisition and representation schemeaméd set is implemented in the
intelligent system architecture that allows acquainel represent experts” knowledge, and
also to store it in the way that knowledge can bared, reused and applied in the
automatized construction of structure models anggitral analysis;

e The developed architecture is implemented in tretesy 14S, thereby for the first time
developing an intelligent system that encompas#ieaspects of structural modelling
approach — both the construction and visualisatbrstructure models, and structural
analysis;

e The developed system’s 14S functionality and itsaulity for structural modelling goals
has been verified by representing knowledge abomipéex technical system robot AGR8
and performing its structural modelling, as welkasictural analysis.

Approbation of the obtained results
4 presentations on the main results of the resdweh been made:

1) The 1¢" International Conference on Modeling and Appliech@ation. Rome,
Italy, September, 12-14, 2011.

2) International multi-conference on complexity, infatics and cybernetics (IMCIC
2010). Orlando, USA, April, 6-9, 2010.

3) IADIS International Conference on Cognition and Bxatory Learning in Digital
Age (CELDA 2008), Freiburg, Germany, October 13-2(H)8.

4) The 8" International Mediterranean Modelling and Latin @mcan Modeling
Multiconference, The international Workshop on Mitidg & Applied Simulation.
Amantea, Italy, September, 17-19, 2008.

In addition, some related results are presentediferences:

5) The 6" International Conference on Computer Systems amtthfologies
(CompSysTech 2005). Varna, Bulgaria, June, 16-0052

6) The 19" European Conference on Modelling and SimulatioBNES 2005), Riga,
Latvia, June, 1-4, 2005.



The main results of the thesis have been presamtedcientific papers:

1)

2)

3)

4)

5)

Zeltmate I. Logical Operator Usage in Structuralddlling, In: Proceedings of the
10th International Conference on Modeling and AgblBimulation, 2011, Rome,
Italy, pp. 338-346.

Zeltmate |., Grundspenkis J. An extension of frdmseed knowledge representation
schema, In: Proceedings of International Multi-evahce on Complexity,
Informatics and Cybernetics (IMCIC 2010), Vol I,12) Orlando, USA, pp. 401-
406. (indexed in: IS, KGCM 2010, Google scholar).

Zeltmate 1., Grundspenkis J., Kirikova M., Protaypfor the Knowledge
Representation Supporting Inter-institutional Kneadde Flow Analysis, Chapter 6,
Learning and Instruction in the Digital Age, Spreng2010, pp. 87-99. (indexed in:
SpringerLink, Google scholar).

Zeltmate 1., Grundspenkis J. Formal Method of Fiametl Model Building Based
on Graph Transformations. In: Proceedings of thelbternational Mediterranean
and Latin American Modeling Multiconference, Thdemational Workshop on
Modelling & Applied Simulation, 2008, Amantea, fapp. 140-147.

Zeltmate 1., Grundspenkis J., Kirikova M., The Qéages in Knowledge
Representation for Analysis of Inter - Institutibon&nowledge Flows. In:
Proceedings of the IADIS International ConferenceGognition and Exploratory
Learning in Digital Age (CELDA 2008), 2008, FreilgurGermany, pp. 145-152.
(indexed in: IADIS, Google scholar).

In addition, about the results the author has ghbli also the following papers:

6)

7

8)

Valkovska I., Grundspenkis J. Development of Fr&ystems Shell for Learning of
Knowledge Representation Issues. In: Proceedingsthef 6th International
Conference on Computer Systems and Technologiem§SgsTech 2005), pp.
IV.11.-1 — IV.11.-6. (indexed in: ECET).

Valkovska I., Grundspenkis J. Representation of flem Agents by Frames for
Simulation of Internal Relationships in Structukéddelling. In: Proceedings of the
19th European Conference on Modelling and Simula(©CMS 2005), 2005, pp.
151-157. (indexed in: ECMS).

Graudina V., Grundspenkis J., Valkovska I. Usag€raime System for Modelling

of Intelligent Tutoring System Architecture. In: Amal Proceedings of Vidzeme
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University College. ICTE in Regional Developmentliviera, 2005, pp. 105-109
(indexed in: EBSCO HOST).

Results of the thesis have been included in thertepf two scientific projects:

1) .New Information Technologies Based on Ontologiesd aTransformations”
(project manager J.Barzdins (University of Latviap10-2013, National Research
programme’s ,Development of Innovative Multi-furatial Materials, Signal
Processing and Information Technology for Compatiti Science-intensive
Products” project).

2) ,Development of the prototype for the support oteminstitutional flow of
knowledge” (project manager M.Kirikova), 2007-20@8search project financed by

Riga Technical University.

Structure of thethesis

The thesis consists of introduction, 4 chapterspclusion, bibliography and 3
appendixes (in separate volume). The main parhefthesis contains 168 pages and 102
figures. Bibliography contains 153 sources of infation.

In the introduction the relevance of complex system research and ailagicof
accomplished research have been described, resgaath and tasks have been defined and
novelty, theoretical and practical value of thestednave been described as well.

In Chapter 1complex systems has been analysed and main pespeléntified that are
essential in these kind of system modelling. Stnadtmodelling approach opportunities and
constraints are described and it has been establistat in order to support the objectives of
the approach, it is necessary to implement it @ithelligent system. Further the design and
functional mechanisms of intelligent systems araysed.

Chapter 2is devoted to a detailed description of the stmadtmodelling approach. The
notations of structure models have been considaneddsyntax and semantics of existing and
newly created model elements described. In thigptenatransformations between models
taking into account the usage of logical operalage been demonstrated.

In Chapter 3 concept frame have been explained, structure aadysis of frame
application has been given, in order to create kedge acquisition and representation
schema. Using the results of the analysis the fraete which is implemented in the

intelligent system 14S and supports the automatadctsire model construction, has been

11



created. Systems 14S design and functional priesj@s well as, the transformations from the
frame set to the structure models, are described.

The complex technical system — robot AGR8 structmd functional principles are
examined in theChapter 4 To verify the functionality of the developed syst 14S the
structural modelling of robot is performed. The Ierpentation of practical example approves
complex technical systems structural modelling andlysis capabilities in the developed
system 14S.

In the conclusionthe main results of the research and conclusioadenas well as
possible future work have been presented.

The thesis ha8 appendixesl. Frames and their interpretation in differemtirges of
literature; 2. Logical operators and structure nigd@ Description of system's 14S database

and application.

1. COMPLEX SYSTEMSAND STRUCTURAL MODELLING

Conditions that affect people's life and activitie becoming more diverse and
extensive. People are developing, managing andtamaiimg increasingly complex systems,
and are confronted with rapidly growing complexifyhe first chapter is devoted to the
identification of domain concepts, analysis of ctempsystem characteristics, as well as to
the research of intelligent system principles, riceen to determine the requirements, which are
considered developing the intelligent system fanplex system structural modelling.

1.1. Domain conceptsand their interpretation

System is defined as a set of elements and retdtips, which determines the
existence of the system [BER 1969, ACK 1971, ROZ91€THU 1979, BEE 1995, AMA
2004, SKY 2006, BOP 2008, SOK 2010]. Regardlegb®fabstraction level in which system
Is investigated, it can be viewed as consistinglgécts [HAL 1968, AMA 2004, WEI 2009]
or parts [KRI 1986, BAR 1997, AST 1996]. Part isedement or component that is essential
to the viewed object [OXF 2009]. Concept “elemenetfers to the system primitives, or basic
elements; monolithic parts or parts that are nobdgosed investigating system [YOU 2007,
OXF 2009, AST 1996]. The term "component” is applie the composite part (subsystem)
which can be decomposed [OXF 2009]. Decompositsoa conceptual or physical method,
which allows decompose the research object intdlemaarts [BRO 1998, HAK 2006] and
thus simplifies the system and it is possible ®wiand understand each selected system's

decomposition level separately.
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The system and its parts have a definite strudqi@UJ 2007], that characterise its
composition [BEE 1995, GRU 1999]. Parts of the erystmay be in different sizes and can be
either homogeneous — those who do not have differlearacteristics and heterogeneous —
with different elements and/or structural propexrti€he structure is the relationship between
the parts that together with identity of parts foamvhole, taking into account the fact that
between parts exists a certain order [MAT 1974, GXB9]. Interactions and relationships
between parts of the system are as important gsattie themselves [ROS 1979]. Interactions
form a certain organization in the system. The wizgtion is defined as a system feature,
which is characterized by a structure that is psepdly created to perform certain
functionality [MAT 1974, HEY 2001, YOU 2007]. It isoted that the structure of the system
remains relatively stable over time [GRU 1997a, GEB97b, MOU 2009]; here is meant the
structure that complies with the system organinaf AT 1974, GRU 1997a, BAR 1997,
SKY 2006, APP 2011]. If the organization of a systetays invariant, while the structure of
the system changes (for example, when system evalwe learns), then system remains the
same and doesn't lose its identity [MAT 1974, GR®97a, BAR 1997, SKY 2006]. The
organization of a system defines it as a unityny space, while its structure constitutes it as
a concrete entity in the space of its componen&TN974].

People are faced with complex systems in diffeneays: designing, developing,
analysing, improving, exploiting and managing the@oncept “complex” is multi-
dimensional and multi-disciplinary [SIM 1962, HO®95, MCC 2000, RIC 2001, WOO
2004, HEY 2008, JOH 2009] and it is defined asngisting of interconnected or interwoven
parts” and “difficult to understand or analyse” [RA1997, HEY 2008, OXF 2009]. Term
“complex” refers to the condition of the system,enhparts are integrated creating a whole
and yet the quantity and/or diversity of partsae tich to understand the system in simple
and conventional ways [MCC 2000]. The objective aifmplex system research and
development is related to existing system undedstgnand representation that enables to
change them and to create new systems that casdoeiua variety of domains [BAR 1997,
HEY 2008].

There is no single and concise definition of a clexpgystem [SIM 1962, HOR 1995,
BAR 1997, VIC 2002, HAK 2006, SKY 2006]; howevdrgte are various explanations:

e A complex system is composed of many and varioteréonnected parts that

interact dynamically in different ways [SIM 1962,AW 1974, GRU 1972, ROS
1979, ASH 1981, BAR 1997, WHI 1999, EDM 1999, RI@Q, GLO 2002, HAK
2006, SKY 2006, JOH 2009].

13



A complex system is characterised by the strucamd relationships that is
difficult to analyse and by multi-functional critafROS 1979, BOU 2004].

e A complex system has varied (network and hieraethi¢iOR 1995, BAR 1997]
and decomposable structure [HOR 1995].

e Parts of the complex systems are organized atrdiffdevels of the hierarchy and
there are a variety of relationships between badlividual elements and different
hierarchical levels [SIM 1962, ROS 1979, BAR 19¥IC 2002, SKY 2006,
YOU 2007, HEY 2008]. At each level of the hierarctgn be distinguished a
specific organization and/or structure [HAK 200&YS2006].

e A complex system has one or more system propeitipsrforms certain functions
and despite of the diversity of parts, it demoriega common behaviour namely
system behaviour, which is qualitatively differeinobom certain functions and
behaviour that carry out system parts [SIM 1962,LH®68, ACK 1971, GRU
1972, ROS 1979, BAR 1997, JOS 2000, RIC 2000, MO@O2GLO 2002, VIC
2002,SKY 2006, YOU 2007, HEY 2008].

e A complex system is described as able to self-orgamdapt, develop and learn
[HAL 1968, BAR 1997, MCC 2000, RIC 2000, GLO 200&00 2004, SKY
2006, HEY 2008]. A complex system has a varietpasgsible states in which it is
able to realize its functionality [MCC 2000, HEY CH].

Combining the explanations of the complex system,the thesis a following

definition is used:

~complex system is an open system, that is orgdnisea certain way; that has a

structure and that consists at least from two dagteveen which exist various relationships,
besides parts interact mutually, as a result syst@snsystem features (like system properties

and system behaviour).”

1.2. Complex system modelling

If a system is complex, then the main researchrungnt is a system model [GRU
1972, BAR 1997, SKY 20060P 2007, YOU 2007, SOK 2010]. Modelling is the psxa
which a representation or a model of the systeandated. Models are based on observation,
evaluation of available information and judgmentfOR 1995, SOK 2010]. Models are
abstract [HEY 1990, STA 2006] and constructing thdetomposition, abstraction and
hierarchical principles are applied [YOU 2007, WABDIO9]. Abstraction is a process in which

14



relevant characteristics of the system are geredlignoring inessential [AMA 2004, SKY
2006, YOU 2007].

System model describes the system from differemwpoints, allows understand and
analyse its structure, functioning and behaviosinywall as to assess and carry out appropriate
solutions regarding real-world system and its opamna [MIN 1975a, BAR 1997, GRU
1997b, RIC 2000, VIC 2002, SKY 2006, YOU 2007, S@KLO]. Despite the fact that every
complex system is closely connected to a particalamain, in the system research
information technology solutions are used [HOR 19t the systems analysis, design and
modelling is performed using computer [VIC 2002)p CTreate a useful and appropriate
system models, tools are needed, in which modelimgthods and techniques are
implemented, that enable to cope with the problantsconstraints of complexity and acquire
and systematize available knowledge [ROS 1979, GR@P, RIC 2000, MCC 2000, AMA
2004, SOK 2010]. Useful model is a model that alawalize objectives [EDM 1999, SKY
2006, STA 2006]. Considering the interpretationghef concept “model” [KRI 1986, SIM
1987, EDM 1999, SKY 2006, STA 2006, ASH 2007, BA®W& OXF 2009, SOK 2010],
further in thesis such definition is used:

“System model is a research object description andépresentation from a specific
perspective, which represents systems morpholamgtibnality, behaviour or other aspects
that are essential for modelling.”

The usage of complex technical systems is esséantialvariety of information and
communication technologies and also in their rededNF 2011, PEI 2011]. With the
growth of ICT research modelling capabilities extehowever, the properties of complex
systems limit selection of modelling approach andld. Existing tools and approaches
usually are created for a certain domain [GAR 2000here is no suitable tool that
simultaneously supports: a) deep causal knowledgeisition and reasoning about complex
technical systems; b) unified knowledge represamtatrom morphological and functional
aspects; c) maintenance of knowledge base and kdgelsharing among multiple users
[UEN 1991, GRU 1997b, GRU 2002, ZEL 2008a, ZEL 2814EL 2010b]. To perform
complex technical system modelling in a computee &pproach that meets requirements
regarding complex systems and their modelling nhestused. The specifics of complex
systems and the amount of available information emak difficult to create common
mathematical description and are key factors cimgo#ie modelling approach. Therefore a

structural modelling approach is developed thabkasathe construction of complex technical
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system models, qualitative and quantitative systralysis and that can be used also in
diagnostics [GRU 1997a, GRU 1997b, GRU 2002].

Structural modelling (SM) is systematic, partlyrf@l approach, which is model and
frame based and is created with a purpose to a;qepresent and process knowledge about
complex technical systems with varied elementsrafadionships in conditions of incomplete
information, as well as to automate a knowledges lwasmstruction [GRU 1993, GRU 19974,
GRU 1997b, GRU 1999, GRU 2002, ZEL 2010a]. SM heenbdeveloped in Riga Technical
University in the beginning of the 1970s, using toaception of the topological model [OSI
1969], and the author of the approach is J.Grumdsp¢GRU 1972, GRU 1993, GRU 19973,
GRU 1999]. In the structural modelling four diffateaspects are considered: structure,
functions, behaviour and deep causal knowledge [GR®P, GRU 2002], and two different
paradigms integrated: morphological and functiof@dRU 1997b, ZEL 2011]. A
morphological structure model (MSM) is created épresent knowledge about system's
structure, but functional structure models (FSMg aonstructed to represent functional
properties. FSM can be created in a space of met{SF), behaviour (SB) and parameters
(SP) [GRU 1997a, GRU 1999, ZEL 2011]. Since thacstre models are visualised in the
form of graph also appropriate matrices can betedeSIM 1962, GRU 1993] (for example,
adjacency matrix). Structure models are used top@wpconsecutive analysis, design,
reasoning and decision making of the researchmysteacquire new knowledge about it and
to solve diagnostic problems [GRU 1997a, GRU 199U 2002, GRU 2004, ZEL 2008b,
ZEL 2011].

Structural modelling is suitable for complex tedatisystem research, but in order to
effectively process and analyse represented kn@sl€gintly about many and different
elements, relationships and properties) and autoafigt acquire different calculations,
judgements that comply with described system, agagranust be implemented in computer
system. An intelligent system must be created, ithdtides properties of knowledge based
and expert systems and provides new knowledge sitiqui about the research system from
the experts’ represented knowledge. Intelligentesysin which the structural modelling
approach is implemented, compared to expert systemdiagnostics, allows obtain deep
knowledge about system from domain expert. Acquikedwledge allows see causal
relationships in the viewed system from differerwpoints and in different moments of
time, moreover it can be used to reason about mysieucture and to explain system
functions and behaviour [GRU 1999].
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1.3. Intelligent systemsand their properties

The concept “intelligent system” is commonly usadArtificial Intelligence (Al) in
relation to systems which use Al techniques anchods. Intelligent systems have become
significant in various areas of human activitiesewe) using knowledge about research object,
a support for knowledge processing, tutoring, pgobbkolving and decision-making is needed
[NEG 2004, YOU 2007, RUS 2010]. System is inteligenly regarding its purpose [ASH
1981, POL 2002]. Intelligent systems are desigmesiupport decision-making, but the final
decision is usually taken by the system user.llg&it systems have become popular and are
commonly used in a variety of tasks [DUR 1994, BR@08, NEG 2004, BOP 2008].
Intelligent system allows acquire the knowledgenrfrexpert about the research object and to
organize, use, and maintain it (update accordintgeaeal situation) [NEG 2004, YOU 2007,
BOP 2008]. To create an intelligent system the attaristics that are related to the design,
mechanisms of actions and are significant in theeld@ment must be identified.

Architecture of an intelligent system is createthggour components that provide its
functionality: knowledge base, inference engindademse and application [BIE 1991, DUR
1994, LIE 1997, PEA 2002, NEG 2004, BOP 2008].nteliigent systems there is a strong
connection between knowledge base and database [LEN]. Knowledge Base (KB)
contains the knowledge obtained from expert abloeitvtorld and/or definite research object.
KB maintains knowledge as a set/collection of fastdes, concepts and relationships
between them, which is used to find solutions fentain problems [UEN 1991, DUR 1994,
LIE 1997, PEA 2002, NEG 2004, BOP 2008]. The knalgk base is processed using
inference engine that allows infer, retrieve theowledge about research object and its
properties, although directly such knowledge in H@esn’'t exist [PEA 2002, BOP 2008].
Inference engine works with the available informatstored in the database and knowledge
stored in KB, at the moment when user operates avlystem [DUR 1994, LIE 1997, PEA
2002, NEG 2004]. In the database are stored cuallectof a structured and indexed data —
sets of facts, evidences, documents, hypothesgectves [UEN 1991, NEG 2004].
Knowledge from the database can be obtained inttirebrough procedures and using
different techniques [PEA 2002, BOP 2008], for epéamapplying data mining [FAY 1996,
POD 2012]. In order to provide the interactionsamsn user (expert) and intelligent system,
to acquire, represent, maintain and process knaeléa an explicit and user-friendly way,
the application or the interface is used [DUR 199&,1997, NEG 2004, BOP 2008].

Various Al techniques and methods are used to geovhe functionality of the
intelligent system [DUR 1994, LIE 1997, BRO 1998:@Gl 2004, BOP 2008, RUS 2010,
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HOP 2012]. If in the intelligent system there aredent techniques and methods combined,
then it is called a hybrid intelligent system [L1B97, NEG 2004, RUD 2008].

As essential intelligent system techniques are imeed the following one [DUR
1994, BRO 1998, NEG 2004, RUS 2010]:

e natural and artificial language processing;

e knowledge acquisition and representation;

e machine learning, that is used in adaptive systems;

e automated reasoning and inference. Rules and saezdsed to explain the ways
how the conclusions are made. Two reasoning stestegxist: from the goal, from
the data.

e search that is performed, to improve existing krenlge. Search is carried out
without knowing exactly what will be the result;lprnhe initial criteria are known.
Search in a state space is a method that is usédddhe target state and the
solution path from the start to the target position

Considering properties that intelligent system nhaste and its purpose, the concept
“intelligent system” in the thesis is defined aidws:

»Intelligent system is a knowledge based compuistesn that: (1) operates with
organized knowledge, (2) use one or more Al teamsoand methods, and (3) can be applied

for complex system structural modelling.”

Summary and conclusions of Chapter 1

e Complex systems have many interconnected charstotsri To carry out the
requirements that are imposed by complex systemetanal modelling an appropriate
approach that allows create useful models mushbsen;

e Structural modelling approach is suitable for tleenplex technical system structural
modelling, however, to realize approach capabditend automated knowledge
acquisition and processing an intelligent systerstrbe developed;

e Computer system in which a structural modellingrapph is implemented, must be
hybrid intelligent system, and it is necessary &e uifferent techniques within,
because it gives advantages in both knowledge septation (knowledge can be
represented in different forms: in frames, modatswell as in different hierarchies)
and processing (knowledge can be stored, transtbranel used for modelling and

analysis).
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2. STRUCTURAL MODELLING APPROACH DESCRIPTION

Structural modelling (SM) supports domain based,rtlpaformal system
representation. SM allows create visual, comprabenstructure models that describe both
morphological and functional aspects of the reseaystem. SM model development process
is supported by formal transformations and wellcdegd reasoning mechanisms. Applying
formal methods of SM, morphological structure maderansformed in a functional structure
model, in a selected space. Transformations all@ate appropriate (consistent) models and
provide continuous system representation. Struchweéels are created manually [GRU 1972,
GRU 1993, GRU 1997a, GRU 1997b, GRU 2002, ZEL 20@& 2011].

In order to use SM for complex technical system etloty in more comprehensive
way, within the thesis elements of structure mo@eésimproved and new elements created.
Element and model visualization is designed, takimgp account aspects of structural
modelling (structure, functions, behaviour and desgusal knowledge) and modelling
purpose. In the second chapter syntax and semaniticsodels, explaining and visually
representing elements, is described and structadehtransformations discussed.

2.1. Syntax and semantics of structure models

Structure models are created using the conceptgpofogical space T(X,Q), where X
is a set of elements but Q is a topology that vemiby set of arcs [OSI 1969, GRU 1993,
GRU 1997a, GRU 1999]. Structure models can be etddar each decomposition level of the
system. To provide continuous mapping of topoldggace, it is suggested to construct
structure models systematically. The number an@sypf models are determined by the
purpose of the research system and decompositeh [@RU 1972, GRU 1993]. Structure
models are visualised as oriented graphs, wheresh@present objects, functions, behaviour
states or parameters, but the arcs between nogest dlews or causal relationships. Each
structure model has predefined syntax and semgd@Rb 1997a, ZEL 2011].

The construction of structure models begins with development of morphological
structure model (MSM), representing acquired knogée about research system structure.
MSM depicts the internal structure of the systera selected level of decomposition, system
parts and relationships and structural or causkltieaships. MSM supports structural
reasoning that is based on the research systemt dind indirect relationship determination
[GRU 1993, GRU 1997a, GRU 1999]. MSM is definedaadiagraphG(X,Q), where each
node »x X corresponds to a real element of the system,ishdescribed using objects. The

connections between objects correspond to the ftbatsare depicted by oriented arcs Q. In
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structural modelling objects are viewed from a istaperspective, because system
representation is made for a certain period of tjGRU 1993, GRU 1997a, GRU 1997b,
GRU 1999].

In structural modelling objects are basic unitst tten be depicted in two different
ways (Fig. 2.1 (a) and (b)) [GRU 1997a, ZEL 2008bp represent both elements and
components, author of thesis have created additratation for the object - with the double
line (Fig. 2.1 (c) and (d)). If the object is depid with one line (Fig. 2.1 (a) and (b)) then it
means that the element of the system is represemuedf with double line (Fig. 2.1 (c) and
(d)) then system’s component.

O1: Objekts O1: Objekts

(@) (b) () (d)

Fig. 2.1. Therepresentation of object

To specify how the objects are connected in MSM éhenents are used: contact and
flow [GRU 1997a, GRU 1997b]. Contacts corresponahputs and outputs (or entrances and
exits) of the object. Through one object output andther object (or the same object) input
exist connection that allows realize some actiani\(y, process). The connection between
contacts in MSM is called flow. For each objecsiructural modelling two types of contacts
exist [GRU 1997a, GRU 1997b, ZEL 2007]. In inpuntxt (Fig. 2.2 (a)) the flow that
comes from the viewed or another object is receit/edm output contact (Fig. 2.2 (b)) flow
Is passed from viewed object to another objecyatesn.

Input contact  Output contact Flow
KI1 1

fl—>
() (b) (c)

Fig. 2.2. Therepresentation of contacts and flow

Contacts are depicted using identifiers (Fig. 2ufhere: a) Kl refers to the input
contact, but KO to output contact; b) number "ldicgates the object number which has the
contact; c) the symbol " " separates an object mumahd a contact number; d) number "1"

indicates a contact number. Flow is representeld kvie and arrow or oriented arc (Fig. 2.2
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(c)), on which the identifier of flow is given. Heras a further identifier consists of a
combination of letters and numbers. Considering twitav transfers, in the structural

modelling three types of flow are used: energy,tenand information. The type of flow is

depicted using colours: red (energy), green (midied blue (information) [GRU 1997b].

In order to represent organisation and causalioakstliips when a system description
is created, expert between objects indicates flmspetween flows depicts logical operators
[GRU 1997b, GRU 1999, ZEL 2011]. In structural miidg approach logical operators were
used also before in the FSM in a space of functatsin event trees [GRU 1999]. However,
there were no visualised notations for logical epars and no detailed explanations. Author
of the thesis have created a visualisation forclalgoperators in SM, using them already in
the MSM [ZEL 2008b, ZEL 2011].

A square on the flow and symbol ’,’ (comma) atoptad flow (Fig. 2.3 (a)) are used
to display the logical operator AND. The usage pémator AND between flows means that
all related flows are necessary to realize thetfanality of the object. To depict the logical
operator OR (Fig. 2.3 (b)) triangle and symbol (semicolon) are used. Operator OR is
applied to show that some of the related flowsremeded to realize the functionality, but not
necessarily all of them. Related flows are flowattare jointly connected to realize certain
functionality in the system. To represent logicpeator exclusive OR (Fig. 2.3 (c)), filled
triangle and symbol *:’ (colon) are used. In theeaf exclusive OR only one of related flows
is needed to realize the functionality of the obj@&rackets (Fig. 2.3 (d)) are used to create
more complicated expressions (including several tombinations), or to show the order of
logical operators.

AP _OR
il 2,1,/
(a) ©)

Fig. 2.3. Therepresentation of logical operators

Mainly MSM is represented as a diagram, similathi® block diagram. In this case
objects are depicted together with the input anguwontacts (Fig. 2.4) or behaviour states.
In the second case MSM is represented in simplifregt as digraph (Fig. 2.5), showing only
objects and flows between them [GRU 1997a, GRU 119B8% way how the model will be
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represented is determined by expert, taking intaat information that is essential to the
modelling purpose [GRU 1997a, GRU 1997b, GRU 1999].

K4 3

04: Clock-face

02: Binding

Fig. 2.4. Therepresentation of MSM in aform of diagram

Cor |

f8

BRCEaS

Fig. 2.5. Therepresentation of MSM in aform of graph

To support the reasoning about function that aadized in the system, in the SM
approach exist the concept of functional model &madsformation algorithms that allow
derive functional structure models from MSM [GRWT8, GRU 1999]. Functional structure
model in a space of functions (FSM SF), similagyMSM, is represented as diagraph [GRU
1997a]. In the nodes of FSM SF functions are degdidbut arcs represent causal relationships
(binary relations) between functions [GRU 1997b,W G099, ZEL 2008Db].

. Causal
Function
relationship

& —
(b)

Fig. 2.6. Therepresentation of function and causal relationship

In FSM SF function is drawn using a circle and tifesr (Fig. 2.6 (a)). In FSM causal

relationships between functions are depicted usimgws (Fig. 2.6 (b)). To show logic
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between causal relationships (Fig. 2.7) visualisgital operators are represented. Example
of FSM SF (Fig. 2.7) corresponds to the MSM shoietthe Fig. 2.4.

e

S

Fig. 2.7. Therepresentation of FM S SF

Although also before in structural modelling apmtodehaviour states were defined,
there existed no separated behaviour model. Irrebglt of research, it was found that two
models (with functions and with behaviour statespresent the functional features, but
models have different semantics of nodes and therehe functional structure model in a
space of behaviour (FSM SB) was developed [ZEL ROESM SB or behaviour model
represents behaviour states of system objects elationships between them. Behaviour
model doesn’t represent the objectives that musidhéeved, but describes how the system
must operate and functions implemented to realigeem goals [GAR 2001, GRU 1997a].

Behaviour is represented using oval, in which tweqguential behaviour states that
correspond to one flow are depicted. The first beha state corresponds to the flow output,
while the second to the flow input (Fig. 2.9 (b)daRig. 2.8 (a)). To investigate single
behaviour states and their influence the FSM S&esated representing each behaviour state
in separated oval (Fig. 2.8 (a)). Causal relatipsietween nodes are represented in the
same manner as in the FSM SF (Fig. 2.6 (b)). Belha\states are represented in both FSM
SB and MSM, to understand what behaviour is red]izéhen object carry out definite flow
[GRU 1997a, GRU 1997b, GRU 1999]. In the MSM bebawistates are represented
similarly as the contacts, showing the identifigfsg. 2.8 (b)).

Us1.1.1
(a) (b) (c)

Fig. 2.8. Therepresentation of behaviour states
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FSM SB represents behaviour states that corresjootind execution of system object
functions in the case of normal functioning as wadl under the faults. In a definite
decomposition level one or more FSM SB can be cocistd. Considering the semantic of

nodes (Fig. 2.9), FSM SB is represented in twceddfit ways [GRU 1993, GRU 1997a, GRU
1997b, ZEL 2011].

(b)

Fig. 2.9. Therepresentation of FM S SB

Behaviour states the same as functions are qunaditelharacteristics that allow reason
about system functionality, but aren’t useful foe tdiagnostics and detailed investigation of
the behaviour [GRU 1993, GRU 1997a, GRU 1997b]. describe a definite behaviour
parameters or variables must be used, that desthi&eefficiency of object function
implementation. Functional structure model in acepaf parameters (FSM SP) or parameter
model allows represent system dynamics and realiagnostic reasoning. FSM SP is
constructed by replacing the behaviour states wht corresponding parameter sets or
parameters and using expert knowledge about rekitips between parameters in the
parameter sets [GRU 1993, GRU 1997a, ZEL 2011]. fdmmameter set and parameter are
represented using oval and identifier (See Fig) 2a) and (b)).
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(@) (b) ()

Fig. 2.10. The representation of parameter set, parameter and defect

If there are several parameters in the set themdast them relationships and logical
operators must be defined. Some logical operatogsoatained automatically when the
transformation from MSM to FSM SP is performed, bther are depicted using expert’s

knowledge about relationships between parametegsZR.1 (b)).

P14 2.1 1

(P14_2 1 1,014 1),P14 1 1 2

D141

(b)

PS14 2 1

Fig. 2.11. The representation of FSM SP
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Relationships between nodes are represented isatime way as in the FSM SB. If
system functions incorrectly then extended FSM Skereated [GRU 1997a], in which all
possible defects are depicted. Defects are repegbersing rectangle and an identifier (Fig.
2.10 (c) and Fig. 2.11 (b)) regardless of selestedcture model and system decomposition
level. Model with separated parameters and deféxtobtained performing detailed
examination of parameter sets. For example, irFtge2.11 (b) the parameter set PS 14 2 1,
corresponding parameters and defect is showedmietea model (Fig. 2.11 (a)) complies
with the FSM in a space of behaviour that is showfig. 2.9 (a).

2.2. Transformations between structure models

Methods and algorithms that are included in stmattonodelling create a topology of
models, continuous and unified view on the reseagstem. Topology provides consistency
between different models and granularity of MSM,ewldecomposition is continued. Since
between structure models exist similarities it asgble to realize transformations [GRU
1997a]. In structural modelling the transformatisthe knowledge transfer or transition from
one topological space to another, which is realasidg algorithms. Model transformations
are created, taking into account the formal metbiograph theory [TUT 2001, MEN, 2010]
for undirected graphs.

Previously in SM approach to obtain FSM topologwispace of functions from MSM
was used transformation algorithm, which considt8 steps [GRU 1997a]: 1) MSM s
considered as undirected graph; 2) Nodes of FSMaeageired (transformation into a line
graph); 3) Nodes of FSM are connected. Howevemgbs in MSM notation, in particular,
the introduction of logical operators, made it resegy to change transformation algorithm.
The author of the thesis have improved transfownagilgorithm enabling automated logical
operator transfer from MSM to FSM. New algorithnsalconsists of three steps: 1) MSM
where logical operators are depicted is considasedn undirected graph; 2) Nodes of FSM
are acquired; 3) Nodes of FSM are connected takiiogaccount 3 rules:

1) All nodes of MSM are inspected sequentially, starfrom the selected node;

2) If two incident arcs in MSM have opposite direcgpthen corresponding nodes in

the FMS are disconnected;

3) If two incident arcs in MSM have the same directithven logical operators and

conditions are verified. Complying with imposedtresions in FSM arcs between

nodes are created.
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Following steps described in the new transformatitmorithm, first of all a different
number of arcs is obtained (comparing to the adahdformation algorithm), second logical
operators are represented. Consequently a coréaifsarcs is obtained and incompatible
connections are excluded from the model.

Considering different logical operators and flowmdmnations, in the FSM exist
several function connection variants that are aegquperforming transformations. In the
thesis 5 different flow combinations in MSM andusture model transformation cases using
logical operators are described [ZEL 2008b, ZEL1301

1) one flow at the object’s input side and one atahiput side;

2) one flow at the object’s input side and many atdbgput side;

3) many flows at the object’s input side and one atdttput side;

4) many flows at the object’s input side and manyatdutput side;

5) one or more flows at the object’s input side andne at the output side or no one

input flow and one or more output flows.

Taking into account flow combination and logicakogtors, for structure models also
production rules are created that support differegdsoning mechanisms (structural,
diagnostic, causal) [GRU 1997a, GRU 1997b, ZEL 2)0BSM SB topology the same as
FSM SF is obtained from morphological structure plagsing transformation [GRU 1993,
GRU 1997a]. However, before in the SM there wa$onmal transformation algorithm from
MSM to the FSM SB, because also behaviour model weaslefined and described. In the
thesis a new transformation algorithm, which cdssié three steps was created: 1) select the
type of FSM SB (displaying behaviour or separateab®ur states); 2) obtain behaviour state
pairs that are connected with flows, and repreem in nodes; 3) connect nodes with arcs.
FSM SP is derived from the behaviour model usiagdformation [ZEL 2011], and in the
nodes parameter sets or parameters can be remesdm acquire FSM SP (in which
separated parameters are represented), followaps sire performed:

1) Inspect FSM SP where are parameter sets;

2) Using expert's knowledge each node is decomposggarameters acquired, as

well as defects that exist in the viewed paramsér

3) Using expert's knowledge, logical operators areeddd the model.

The function structure model in a space of parareetbat is acquired in the
transformation is used to evaluate rejection ofnellets and consequences of faults and also to
construct events tree that expand the FSM SP usquabilities [GRU 1993].
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Summary and conclusions of Chapter 2

e |t is necessary to use logical operators alreadiénfirst structure model, to create
understanding about system structure and funciipris well as to minimize the
workload of the expert when functional structuredels are created.

e The analysis of input and output flow combinati@amsl logical order of flows (which
input flows influence which output flows) that eixis the system allowed define five
possible flow combination cases.

e Model transformation that before existed in the SMgvided continuous system
representation. However, to acquire FSM in whicbidal operators are depicted,
additional conditions regarding logical operatoages (appropriate logical operator
notations and output flows depicted on the inpatvll) must be considered.

e Structure models that are obtained using the namstormation algorithm from MSM
to the FSM SF, have different syntax as well asetght number of arcs between
nodes (incompatible connections are excluded fteemodel).

e Structure models are created manually, drawing tlemnvisual processing tools,

however, it is time-consuming process and therafagenecessary to automate | t.

3. THEUSAGE OF THE FRAME SET IN STRUCTURAL
MODELLING AND OPERATIONAL PRINCIPLES OF SYSTEM
14S

Before deep knowledge about system morphology, timmality and behaviour in
conditions of normal functioning as well as wher #ystem is functioning incorrectly, was
obtained from the domain expert, using structure@wand methods defined in the structural
modelling [GRU 2002]. After acquired knowledge wsiered in the frame hierarchy [GRU
1997a, GRU 1997b], but it was too simple (no ddférslot types defined and no property
and alternative frames introduced) and not suitéentelligent system [ZEL 2007, ZEL
2010a]. Therefore implementing SM approach in thieligent system (14S) to support
complex system structural modelling, conception ¥, knowledge acquisition and
representation principles were changed.

Considering the frame hierarchy that previously wsed in structural modelling and
the analysis of frame based representation schapp®d in another approaches, author has
created frame set [VAL 2005a, ZEL 2007, ZEL 201fagnable automated construction of

structure models. Newly created knowledge reprasent schema is used in the intelligent
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system knowledge base as well in the applicatiorgadguire knowledge from expert about

research object and to represent it in one plaseedlize automatized model construction for

a chosen decomposition level author of the theaige Icreated transformation algorithms

from the frame set to structure models. In thedticinapter frame and frame set usage in the
SM approach is described and system 14S operationciples and newly created

transformations from frame set explained.

3.1. Frameset description and usage

Frame set is created for the structural modellingopses, to acquire, represent and
maintain knowledge about research system as welbast separate objects [ZEL 2007, ZEL
2010a]. Frame set is a specific knowledge reprasent schema that consists of
interconnected frames that have different meanmijesach of them has a defined application
[VAL 2005a, VAL 2005b, ZEL 2007, ZEL 2010a].

Frames are used to represent small knowledge (futsexample about object,
function, behaviour) at one place and using sisglegema [MIN 1975a, KAR 1993, WHE
1993, BRO 1999, BOP 2008]. Frame is a data stractimat provides knowledge
representation about the stereotypical situatiofN[NI975a, MIN 1975b, CZO 1991, MAR
2006]. Frames are a knowledge representation faemakhat allows acquire knowledge in
structured way and organize it in hierarchies [NE®4, MAR 2006]. Frames are used to
create many intelligent systems [GRU 1999, YOU 2007

Frame consists of the name that is unique in adragstem and terminals or slots.
Frame name describes the object that is represevithoh frame. Frame slots are used to
describe properties of object [MIN 1975a, CZO 19%AR 1993]. Frame system is
composed of related frame collections/sets, inwayg creating network that in a simple and
structural way represents chosen research object tifferent perspectives [MIN 1975b].
This kind of knowledge representation is used tostmict system model or several related
system models [MIN 1975b, KAR 1993] and it is essrin structural modelling. Each slot
consists of slot name and value [MIN 1975b] or ¢éifivalues [ROB 1977, GRE 1980, SHA
2003] or facets. Facet or facet list replace tlo¢ whlue and is named also as slot properties
[FIK 1985, CZ0O 1991, KUS 1997, COR 2003, NEG 20dAR 2006]. In the frame and slot
name and/or value can be more than one word, wihedtribes object. Slot value can be
another frame, descriptive variable or the proced®@RU 1997a, FIK 1985, KAR 1993,
MIN 1975a, ROB 1977, VAL 2005c,WHE 1993, SHA 2008:R 2003, COO 2001, LEE
1999, NEG 2004]. According to the purpose or rofetlee slot in the frame and the
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information that is represented in the slot, st@s be divided into different types [FIK 1985,
MIN 1975a, GRU 1997a, KAR 1993, WHE 1993, COO 20MAR 2006, LEE 1999],
which, in turn, can be combined in sets. In thenigabased representation approaches are
viewed slot differences and various roles, restms, but no concrete slot types are defined
[CZO 1991, GRE 1980, KUS 1997, OKA 2007]. In slog be pointers link the represented
information with other frames [MIN 1975b]. Pointethke same as other information
connected with frames can be represented in frdote ar other frames [MIN 1975a, MIN
1975b, KAR 1993, KAR 1995, GRU 1999, MAR 2006, ZEQ10a]. In structural modelling
slots regarding their role in a frame are dividedlifferent types, for example property slots,
contact slots, etc. [ZEL 2007, ZEL 2010a].

Sometimes in frames not only frame name but alsostiperframe (predecessor) or
subframe (descendant) name is included. Differearnés in the system can use the same
slots. Inclusion of superframe name and sharincaluiéipes allow organize frames into
taxonomies or inheritance hierarchies [ROB 1977,BN1993, GRE 1980, SPE 2004,GAN
1993, KAR 1993, GRU 1997a], in which each framedanected with one (in some systems
with more than one) predecessor. Frames enablartinécal representation and organisation
of knowledge. Main properties of frames are speaiéipresentation form, inheritance and
class-subclass hierarchy [GRU 1997a, ZEL 2010a].

In various frames-based knowledge representatibensas only one type of frames is
defined, while in other, two or more frame typesg(eclass and instance frames) are
distinguished [KAR 1993]. According to the aspeatstructural modelling in the frame set
exist one class frame and one or more contact,edwe (rule), property (contextual),

alternative and behaviour frames (Fig. 3.1).

| Class frame

Slots
Name Value

Slots / v\°
Name  value >—% Contact frame Procedure frame | | Alternative frame Property frame

—5 Slots
| Behaviour frame ¢ ®  Name  Value

Fig. 3.1. Therepresentation of frame set

SIts SIts

Slots
Name Value

Name Value Name Value

In a new frame set the usage and specific charstotsrof each frame are determined

by the slot to which the frame is connected. Infilame set frames are connected with the
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pointers in the slots and also organized in theahohy that enables the inheritance within the
frame set [GRU 1997a, VAL 2005b, ZEL 2010a]. Cléssnes and related frame sets are
organized in taxonomic hierarchy where each clemsié has one superframe. If complex

systems are described then each decomposition ¢év@tstem can contain more than one
level of the frame hierarchy. Therefore when stitetmodels are constructed essential are
relationships that are represented in contact fsarimethe frame set overall are described:
object name, object properties (names, values)titums, behaviour, rules, contacts and

relationships that represent object relationshils ather objects and other properties that are
relevant to object [GRU 1997a, ZEL 2008b, ZEL 200&wthor for each frame have created

visualized representation that is implemented B dplication. The frame set that is used in
intelligent system I4S has several advantages:

1) In the knowledge base and in the interface franteiseused as knowledge
representation schema [GRU 1997a, VAL 2005b]. Usaigene data structure
provides unified and unambiguous representatioamerset allows systemize the
acquired knowledge.

2) In the frame set at the same time it is possiblepoesent: a) system structure and
element distribution in different levels of hierayc b) organisation and
corresponding system structure.

3) In the frame set is described each system partersysomponents, system
elements, as well as alternatives of system parts;

4) In the frame set are represented interconnectiehsden system parts and rules,
that are realized in the case when system pantopepties are changed;

5) In the frame set can be represented both the ofajettlass hierarchy. This means
that system structure as well as ontologies camldseribed [GRU 1999, VAL
2005c, ZEL 2010a, ZEL 2010b].

3.2. System 14S and transfor mations from the frame set

Intelligent system for complex system structuraldelbng (14S) is a computer
system, in which the structural modelling approa&hmplemented, to support complex
technical system structural modelling with computgystem 14S architecture consists of 3
levels: (1) data and information level that corsgs to the database; (2) logic level that
corresponds to the knowledge base and (3) apmicddivel that corresponds to the system
application. Application is created in the visuatisRad Studio XE2 C++Builder integrated
development environment, that enables applicatmreldpment and uses C++ programming
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language [HIL 2009]. System 14S database is create@dpen source object-relational
database management system PostgreSQL (version[PQS 2012]. Knowledge base is
developed using C++Builder and PostgreSQL softwagpbilities. System 14S components
are interconnected and include 6 modules and tladesv to realize the system 14S
functionality: 1) database management module; B}igiiary function module; 3) user session
module; 4) data deletion module; 5) application aggament module; 6) model and matric
generation module. Transformations from frame geatructure models are created to provide
automated structure model construction. For eafstormation an appropriate algorithm is
created and implemented in the system 14S. Algmstisequentially acquire the necessary
knowledge from definite frames of the frame set as@l it to create structure models.

Transformations consist of 4 main parts: selectibrsystem decomposition level,

selection of model type, knowledge acquisition frdname set and model element

representation and connection. To realize the foamstion from frame set to MSM, FSM SF

or FSM SB, frame system hierarchy, class and cofr@mes are used. It shows that structure
models are closely connected each to other andfthate set allows represent different
aspects (morphological, functional) of the reseasgistem at the same place. In the
transformation process the information is acquitedt after is used to visualise model

elements, to connect them and to create propectsteumodel. Transformation from frame

set to MSM consists of 7 steps:

1) Select a certain decomposition level in the fragstesn hierarchy;

2) Determine which structure model to create and wdretb construct it for all
system in selected decomposition level or for glsisystem component;

3) Derive system object names from frame hierarchyaedte object list;

4) Verify object relationships (including contactspMls and logical operators) and
create connection list;

5) Choose objects that are not depicted in structusdeinfrom the object list and
visually represent them, following the notation$M;

6) Verify connection list regarding the representegects and obtain the number of
contacts. Visually represent contacts, if they mhestrepresented in the chosen
model;

7) Connect objects - representing flows visually (arrdlow names, and colour
according to the flow type).

Similarly to the viewed transformation also restrahsformations from the frame sets

to structure models are performed. In the transébion from frame set to functional structure
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model in a space of parameters (FSM SP) are usadief hierarchy, class, contact and

behaviour frames. In addition to mentioned tramsfiirons system 14S creates also

transformation from frame set to even trees. FSM c8ptures all events and relations

between them, in the chosen level of decompositiment tree is a graphical representation
of a determined causal relationships sequence, hwhilows identify causes that create

changes in a chosen parameter. Changing the systeameters, inferences about parameter
influence on system functionality can be obtainEsent tree has an essential role in

diagnostics, because it allows reason about cahaegshange system behaviour. Each event
corresponds to a single parameter or defect [GRB7HP Two event causal order and

corresponding logic is interpreted as causal mhatips. Sequence of causal relationships
creates a structure of even tree. Basic elemerds elvent tree are [GRU 1993, GRU 1997a,
GRU 1997b]:

e Events that are represented showing the identifigparameter or defect. In the
event tree 3 types of events are considered: adirent (connected with observed
change of parameter value), an intermediate ewssadh(primary even causes one
or more intermediate events) and a primary evenige of final event).

e State transitions are interpreted as causal rektips that are represented as
directed arcs.

e Logical operators.

Event tree is created by choosing a parameter icha¢hange of value is observed.
To acquire parameter list in specified decompasitievel transformation algorithm from
frame set to FSM BP is performed. Event tree isstraonted using list of parameters and
connections, backtrack procedure [GRU 1997b, RUBIR(and experts chosen parameter.
Procedure realize search in the graph (FSM SP),imgdvackward from the chosen node
(final event). Connected nodes are representedhiénevent tree, considering the existing

logical operators. Procedure continues search ddehades while reach primary events.

Summary and conclusions of Chapter 3

e New created knowledge acquisition and represemtathema — the frame set allows
represent knowledge about different research syssspects (morphological,
functional) in one place and to create variousanahies.

e |t is necessary to consider not only usage of kEgiperators in transformations but

also make addition tests and verify structure model exclude simultaneous

33



predecessor and descendant representation in thel ifiois essential precondition to
create correct model automatically).

e Created intelligent system I4S allows to realizewl®dge acquisition, representation
and maintenance.

e System I4S includes 3 main components, in whichamé set is implemented and 6
modules that allow to realize purposes of struttun@delling. Using acquired
knowledge and created transformations, 14S provaiesture model and event tree

automated construction.

4. PRACTICAL EXAMPLE IMPLEMENTATION IN THE SYSTEM
14S

In order to verify the developed intelligent systand its functionality, within 14S a
representation of the complex technical systembetrd GR8 was created that is described in
the fourth chapter. AGR8 is a mobile robotic platiothat has been developed at Riga
Technical University for mechanics and artificiatalligence research purposes [NIK 2010].
In the system 14S are implemented several solutibassupport the automated construction
of structure models, new knowledge acquisition abvesearch system and its analysis. To
perform structural modelling, system I4S realizesfollowing tasks:

e supports knowledge acquisition, representationsaoes knowledge in such way that
knowledge can be shared, reused and applied tb geeds of SM,;

e system I4S uses acquired knowledge and transfasmatgorithms to create structure
models and event trees automatically in differedainposition levels;

e using the represented MSM or FSM SF, system I4&tesematrices and performs
system topological and qualitative system strucaunaysis, that is essential in system

research.

4.1. Knowledge acquisition and representation in the system 14S

Working with the system 14S, expert's main tastoisreate a formal representation of
the research system, including aspects that areamal to structural modelling: what system is
viewed, what objects and relationships exist in fygstem, what are the properties and
behaviour of the system and objects. System I4S aeguire and represent expert's
knowledge about research system in various ways:

e describing system’s objects, relationships betwa@ects, properties (e.g. colour,

weight) and alternatives;
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e describing relationships in more detailed way —respnting flow name and type,
functions name, behaviour, possible flow combiratjas well as flow properties (for
example, type of matter: oil);

e specifying parameters and relationships betwean foe each behaviour state;

e creating and representing system's object, funeiwhproperty hierarchies;

e transforming the knowledge acquired from expertimcture models.

System description starts adding the first frameyhich system name is represented,
that in the thesis igobots AGR8.When the first frame is created then system 14S
automatically creates another frame, called: Aréja vide (Fig. 4.1.1.). This is done to
allow expert describe research system relationshigs external environment as well as to
show flows that influence system functions and b&ha or that are realized by system to
influence external environment. When the systemenarspecified, further system objects
are represented, adding new frames in the franvaroley. Author in the system 14S has
represented knowledge about robot AGRS8 structure.tle frame hierarchy robot
decomposition can be viewed (Fig. 4.1), which aom$i 14S capabilities to represent
knowledge about various complex system parts:

e components, for example O43: Kontrolieris 1 (Fig. 4.1. 2) is a system's
component, that includes element®89: Mikroprocesors O90: Impulsu
generatorsandO91: BaroSanas spriegumu bala&hgs;

o dements, for example©101: Riepas system's element (Fig. 43);

e heterogeneous parts, for example 048: Otrais ritenis(Fig. 4.1.4.) is a system's
component, that includes 2 different eleme@®$03: Riepaun O104: Disks

e homogeneous parts, for example,O13:Motora kontrolieru grupeFig. 4.1.5.) is
system’s component, that includes 4 componentsitraiters which structure and
operating principles are identical.

System 14S allows create connections only betwdgects that are represented in a
frame hierarchy, therefore all system parts musidseribed. Author has represented system
objects and relationships between objects in theacd slots, as well as has specified flow
and function names, adding values in the contaaindr flow slots. The flow value
corresponds to the flow type defined in SM that ¢en energy, matter or information.
Function name is given in a free form, such as ¢apture data about state". Creating a new
contact slot, system 14S automatically creates b&baviour states that correspond to the

input and output contacts, as well as parametertsetach behaviour state. Creating
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representation, parameters and defects includatieimparameter set are described (adding
parameter slots in behaviour frame). Parameter defdct identifiers system 14S creates
automatically, but values must be defined by anegx@nce parameters and/or defects are

added, the connections between them in the commmesiibts must be described.

Freimu hierarhija

- 00: ArEja vide

[ O1: Robots AGRE
[ 02: Ietvars

(- 03: Ritenu grupa (1aba)

—O 18: Priek&&jo ritenu grupa

i [ O47: Pirmais ritenis

0101: Riepa | sp——73

1.

: 0104 Disks
+O 19: Aizmugurgio ritenu grupa
[ O4: Ritenu grupa (kreisd)
[#}- 05: Mehanisk3= piedzinas grupa
[} 06: Ritenu paru balstu grupa {Jaba)
[} 07 Ritenu paru balstu grupa (kreisa)
[+ 08: Sasijas balstu grupa
[# 09: Centralais balsts
[#- 010: Akumulatoru grupa
= 011: Sensoru datu apstrades mezgls
E---O3F: Datu apstrédes mikroprocesors
E---O38: Sprieguma regulEtsjs
£.-039: Sledzis
[ 012: Komunik3dju mezgls
=) ©13: Motora kontrolieru grupa
571 [5-0%3: Kontrolieris 1 | =2
i+ 089: Mikroprocesors
090: Impulsu generators
i i..091: Baro3anas spriegumu balansgtajs
- 044 Kontrolieris 2
£l 045: Kontrolieris 3
[~ D46: Kontrolieris 4

Fig. 4.1. Frame hierarchy for the system robot AGR8

System 14S allows manipulate with represented kedgé about objects,
relationships, properties and behaviour. Expertaghnot only object description, but also to
change and delete it, and also to reorganize sysigects. Reorganisation capability is
developed, to implement self-organisation procdsst is essential in complex systems.
Reorganization here means that a chosen systemtdbjso with all descendants) can be
relocated in other place within the hierarchy, diag objects predecessor. It is relevant not
only to change system representation in the casnwiistem changes, but also if an expert
has created inaccurate system representation. ltignigame hierarchy in the system 14S can
be represented various hierarchies: system's garistions and properties. System creates

object and function hierarchies also in correspogdnodels. When in the system 14S the
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description of research system is created usingdrset and are represented all systems parts,
relationships, behaviour and parameters as wdtgisal operators, then the construction of

different structure models in different decompasitievels is performed.

4.2. Structural modelling and analysis of robot AGR8 with the 14S

Investigating complex technical systems in condgiof incomplete information, their
models must meet following criteria [GRU 1993, GR®P7a]:
e It must be possible to create model, using onlylabie knowledge;
e Model must describe all system, regardless of et¢meterogeneity;
¢ Model must be easy adjustable, when the systemmaisged;
e Model must "work” in conditions of incomplete infoation and must give new
knowledge about the research system.

Realizing the structural modelling of robot AGR8ldaving confirmation is obtained:
structural modelling approach implemented in [4®ved structure model construction,
considering before mentioned criteria. Choosingefinde frame and pressing right key of
mouse, expert gives a command to system 14S, tergenstructure models. System 14S
opens a new form in which it is possible to choedeat kind of structure models to visualize
(Fig. 4.2 shows example of visualised structure ehod

1. MSM - objects are represented considering eithes itomponent or element.

Expert may choose to show flow names or not. MSgystem I4S are marked as:
a. MSM (only objectsjs morphological structure model, in which onlyjeatis
without contacts and flows are visualised;
b. MSM (with contacts)}- objects are represented with contacts and batwee
objects are depicted flows;
c. MSM (with behaviour states) in the model objects are represented with
behaviour states and between objects are depicied;f
2. FSM SF in the system 14S is markedR&M (in a space of functiondh a model
are represented functions and causal relationsi@pgeen them. To support expert
reasoning about the system, system I4S createspatstuction rules table that
corresponds to the system's functions and reldtipas in the chosen

decomposition level.
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Fig. 4.2. Therepresentation of MSM (only objects)

3. FSM SB in the system I4S is marked as:

a.

FSM (in a space of behaviour - behavioum the structural model
behaviour is represented (two behaviour statesni mwode) and causal
relationships;

FSM (in a space of behaviour — behaviour states) each node a single
behaviour state is represented and between nodedepicted causal

relationships;

4. FSM SP in the system I4S is marked as:

a.

FSM (in a space of parameters — parameter sets)the model parameter
sets and causal relationships are represented,;
FSM (in a space of parameters — parameterg)arameters, defects and

causal relationships between them are represented;
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Choosing the model type and pressing button “Drasystem 14S visualise structure
model. Structure model represents all system os@m@omponent of the system, regardless
of system part physical diversity, different belwani and properties. It is easy to change
models. The expert performs change in frame setsgstém 14S constructs a new model.
Developing the system I4S, within it is includedgalgraph analysis that is described in
structural modelling approach [GRU 1993]. Thereféwe constructed MSM or FSM SF
system 14S perform topological and qualitative cite analysis. System [14S automatically
can create following matrices: (1) adjacency mat(® reachability matrix; (3) incidence
matrix (4) distance matrix. In system 14S expem egew also multiplication of adjacency
matrices in a chosen power (from 1 to n, where nnisnber of nodes in model).
Multiplication is relevant to find the number oftpa and cycles between objects represented
in the structure model in a definite length ana alstances between nodes.

Structure topological analysis is a form of anayisi which interconnections between
created structure elements are investigatdtlf 1985, GRU 1993]. In system 14S is
implemented capability to perform direct link arga$y and topological sorting for viewed
system structure that is represented in MSM or FSIM To realize direct link analysis,
adjacency matrix is used to perform classificatowl to divide nodes in four groups [KNO
2005]. System 14S allow to realize research sysstmcture qualitative analysis, that is
analysis in which are determined qualitative indioéstructure — element ranks. Rank can be
determined by several criteria [GRU 1993]:

e By local degree. Rank is marked as R(LP);

e By number of paths and cycles with definite lenfiththe system 14S expert can
indicate length from 1 to n, where n is number ofies), that comes from viewed
node. Rank is marked as R(CE);

e By number of reachable nodes. Rank is marked ak R(S

System 14S allows also to search paths in creat8#IMnd FSM SF, between any
two nodes and to create event trees that can lietageason about consequences of defects.
Expert chose parameter in which changes are olabamne press button “Draw” and system

I4S automatically creates event tree in which chgseameter is in the top of event tree.

Summary and conclusions of Chapter 4

e The research systernbot AGRS8Iis described representing knowledge about: objects
from which it consists; relationships between thegects; flows; functions and

behaviour that are realized in the system; parameated possible defects.
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System 14S using expert's knowledge realizes coxmpdéehnical system structural

modelling as well as performs structure topologarad qualitative analysis (for MSM
and FSM SF).

Explaining capabilities of structural modelling aadalysis that can be performed in

system 14S and realizing examples regarding systéot AGRS it is established that

in the system 14S it is possible to:

o

perform knowledge acquisition, representation, exiron, and maintenance
regarding chosen research system;

represent different hierarchies (object, functioproperty), that allow
understand system structure;

construct 8 different structure models and eveeedrin different levels of

decomposition for all system as well for expertesgn component.

Performing automated structure model constructioa system 14S, comparing it with

model manual drawing, expert don’'t need to spenansoh time, to create needed

structure models (pressing the button system 148tes the model).

MAIN RESULTSAND CONCLUSIONS

The goal of the doctoral thesis is to develop thevWledge acquisition and
representation schema, implement it the intelliggarhputer system that provides complex
system structural modelling and to verify it conostmg structure models for a complex

technical system. To determine the requirementsrdigg the system, in the thesis the

following taskshave been solved:

Analysis of complex systems performed and relepaoperties determined that must

be considered creating the model of complex system:

o

o

Many and different (homogeneous, heterogeneousplsjncomposed) parts
that interact in different ways;

varied (network and hierarchical) and decompossiblecture;

each part in system has properties and behavialsgstem itself has system
properties and system behaviour;

system interacts with external environment, seffaoize and develops in time.

In the research it is found that specifics of camplechnical systems and available

information are the main factors when modelling rapph must be chosen and to

these mentioned criteria correspond structural miageapproach.
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Analysed structural modelling approach and obtaiteedapabilities and shortcomings
that must be disposed to realize structural maugih computer.

Explored intelligent system design and mechanisfrections and intelligent system
definition given that is used in thesis.

Analysed frame usage in different approaches and oraracteristics given, as well
as shortcomings of the knowledge representatioernsahthat were used before in
structural modelling have been viewed. Analysisbésdhto obtain requirements for a
new knowledge acquisition and representation schitraamust be implemented in
the intelligent system to fulfil structural modelyj purposes.

In order to eliminate shortcomings identified imustural modelling approach and

create the intelligent system in the thesis newrtécal results are obtained:

Created new elements for structure models (logoparators) and explained their
usage capabilities.

Improved structure model syntax and semantics aadsformation algorithms
between structure models.

Created knowledge acquisition and representatidrersa — the frame set and
transformation algorithms from frame set to struetmodels.

Developed architecture of intelligent system fompbex system structural modelling.

Acquired practical results are used and to devahbgligent system 14S realizing

following tasks:

The frame set is implemented in the intelligenttetys architecture. Schema allows
acquire knowledge from expert and to store it ia way that it can be shared and
reused, as well as applied for automatized stracnwdel construction and analysis.
Developed intelligent system architecture is realim the form of software.

Verified functionality of developed intelligent ggsn 14S and its compliance to the
structural modelling purposes, representing innbwledge about complex technical
systenrobot AGR8and performing structure model generation ancctira analysis.

Directions of research in near future are as fatlow

Additional graphical model and algorithm implemeéiaia in the intelligent system
I4S that support more detailed research systemysisahs well as would enable
system design.

Development of mechanisms that allow interpret asel production rules obtained in

the system 14S.
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