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The Design of Autonomous Mobile Unmanned
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Abstract —The design methodology for autonomous mobile 4) the design, test and evaluation of the besttisolu 5)
research robot is proposed. It includes four desigstages. At the building of a model; 6) building of a prototype [6]
first stage, the cluster model of sensors and acttas is used to For example, the 10-stage design methodology, wisch

represent the structure of the robot, and the reatime analysis is . ) ;
performed at different periods of robot activity phases. To proposed in [7], starts with the setting of a peoblstatement

determine timeliness of the robot, two methods areised. With ~ and ends with implementation, testing and manufamgju

the help of the first method, the robot is determied as a hard The methodology proposed in this article is not ales
real-time system, when all phases are defined asrdadeadlines only to the design of some specific autonomous umad
and executed sequentially. With the help of the send method,  outdoor robot. It can be used to solve differenbbiems

the robot is determined as a system having activéis with hard = conceming  the development of mobile research robot
and soft deadline execution times. Timeliness of thsystem is solutions

calculated using the time/utility function (TUF). At the second A . .
stage, hardware-software architecture is selectednd estimated Taking into account the above-mentioned factss itlear
according to the real-time system analysis. At ththird stage, the that time consumption of the research robot is iagpbn

flexible robot physical model is developed and inwtigated. The dependent.

fourth stage is devoted to the design of prototype. The first stage of the proposed methodology is tkl/do

the determination of task independent time consionf the

developed robot at the design stage as well abeo€xisting
ready-made robots.

|. INTRODUCTION At this stage, the robot is proposed as the emlzeddester
network of sensors and actuators; its real-timelyaisa is

estimated and timely analysis is performed. At seeond
stage, hardware-software architecture of the rebeanbot is
discussed, selected and optimized. At the thirdyestaa
physical model of the robot [8] is built. At theufith stage, the
prototype of the robot is built and investigated.

Keywords— robot, real time, activity phase, sensor, actuator,
physical model.

Autonomous outdoor robots designed for military apece
applications have widely spread since the end ef 2bth
century [1][2][3]. At present, unmanned autonomousdoor
research robots help solve different tasks applied
agriculture, urban utilities and hard environmeagerous for
a man.

A variety of ready-made research robots (Seekurneér3-
AT, Phoneer3-DX, SegwayRMP400) are used primariyy b
researchers. Unfortunately, because of the costtheke
systems they are not widely spread and remain @sasilale to
educational institutions and individual enthusia$ise design
of a new mobile research robot for educational &athing
purposes is topical.

Before conducting the commercial research on tisggdeof
an autonomous robot for unstructured environment,has
been necessary to solve different significant pots:
position estimation, obstacle avoidance, motiomiplag and
map building, time and energy consumption estinmafi4g. CPU;

Different robot design steps and methodologies ar'e!\lznc+ N actuatorgqn;
proposed in literature. One of the methodologiestheee key - INterfacesf; transferring data from CPU &x-nodenodes;
stages for the design of a robot for civilian pwe®[5]. At the ac-node nodes requwed to convgrt digital data received
first stage of design process, the number anddfpecessary oM CPU to analogue signal controlling actuators;
sensors and actuators are determined. The secam® St se-ac noqiefor sensor signal acquisition, aptuator control,
requires an assembly of working prototype. Thedthitage da_ta coIIectlpn and tran_sfer to and from CPU iretign
involves the testing of robot's ability to work angroup. - interfacesif; transferring data from and to CPU se-ac

There is also methodology, which proposes a sigestanOdeandez in timéq; atat . I
design: 1) problem definition; 2) research; 3) bstorming; ~ node node connecting database DB, GPS and externa
control system HUM to CPU.

Il. THE MOBILE ROBOT AS ANEMBEDDED REAL-TIME SYSTEM

The autonomous robot is proposed as the embeddsttcl
network of sensors and actuators (Fig. 1). Its géregructure
includes:

- M = m, +m, +m, sensorssg,, processing signals received
from environment;

- S@masensors connected directly to CPU (sectipn

- sensor nodese-nodg collecting data from sensors, and
converting it in a way used by CPU (sectin

- interfacedf; transferring data from sensor nogesnodg to

63



Technologies of Computer Control

2012 /13

| System CU (CPU) |

[a] %B [b] 'Ec 'zo [d] %F

se-nodg se-ac node ac- nodg node

fdb If

| i }
S65..S€na  S@b---S&np S8 ...Snc AGic . AG aqd aCnd gps If

Environment

Fig. 1: General structure of the autonomous mabl®t. CU — Calculation (Control) Unit,
If — the data transfer interface, se — sensors,atuators, DB — Database, GPS — the
navigation system, HUM — the manual control system.

TABLE |
VARIABLES DESCRIBING TIME DELAYS GENERATED BY DATA TRAISFER AND PROCESSING
a b c d f
CuU tepLa | Teput tepu teruc | teput
If; tib it ¢ titd it ¢
Node tnd k tnd C tnd C
Se; ac tse ai tse b tse C tac c tac di

Activity execution phases of the unmanned outdadiot Nim =1
are represented bi+1 states of main finite automata and T3 represents the second object sedigh
different execution time intervals — phasks Ty, ..., &, ..., T13 = Nogn (tomn + tomvet trvs + trve + tomvi)
Tn. Phasesk can include particular phases or a numbeNof  The last activity made at phase one is the caloulaif the
states and execution cycles or activitigs Execution cycles route map in timécymp using the data collected earlier.
at particular phases can be performed concurreotly  The time spent to perform actions at phase one bsan

sequentially. calculated using the following formula:
At phase zero(time interval To), configuration data is Ty = Ty +T1+ Tigt tcump
loaded to registers of nodes according to the madgram. To make application independent evaluation and

This program can be held in ROM of the central onitbaded comparison of different mobile autonomous robotsn&jor
using wireless connection from the user databasés hot action phases of the robot have been selected:

necessary to include phase zero in the estimafisaab-time Phase one (time interval T;) — estimation of the
characteristic of the autonomous mobile outdoootob environment and building the route map;

At phase one(time interval T;), the robot estimates the Phase two(time intervalT,) — robot turning to the required
surrounding environment and builds the route map. direction controlling its motors;

This phase includes the following activities (ldeelT,,): Phase three(time interval Ts) — robot movement by the

horizontal turning to the left to the start poirfitcamera turret calculated route map;

using servomotors tdw), robot start point coordinate Phase four(time intervalT,) — the investigation of object

estimation using GPStdpg, data acquisition from digital parameters;

compass ttyp), recalculation of the robot position and start Phase five(time intervalTs) — obstacle avoidance.

point coordinates, data processing by CU in titegsJ. Execution time for each deadline can be calculafdt
At this point, data acquisition from GPS and digitasum of all execution times of all phases sets WQmbrst-

compass can be executed simultaneously, at theréméred case execution time) — hard deadlohe With it the robot is

to turn the camera turret. determined as a hard RTS (real-time system).
At Ty, the camera turret turns both in horizontgl,() and
vertical fcwve directions using servomotors, processes the Z T5"’:T1 -;-T2 -;-T3 +T4 +T5; (1)
images received by the cametay(), measures the range to '
the object by optical infrared short rangg,§ and long range z ?WCET =Dy, (2)
(trmo) finders. This process can be repeated as mamghNim,
as necessary to investigate the available viewosect For the generalized analysis with hard and softceten
The sum of activities, in this process, can be esggd as time, the time/utility function (TUF) can be usdgleneralized
follows: timeliness calculation meter “time/utility functiqifUF)” was
T1o = Nygltemn + temve + trvs + trme + tomvi) proposed by Professor E. D. Jensen in 1976. TUR is

Under optimal conditions, one iteration of this qg@es is generalization of the deadline constraint, specgythe utility
necessary
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(V) to the system resulting from the completioraofactivity
as a function of its completion time.

Quantitative evaluation of the real time is the sud of
TUF UA [9]:

®3)
(4)

UA=>TUFUA =>"T;
T+T+T,+T,+T,=Dg <D,;

2=

Remark. Phases four and five mentioned earliehéntéxt

execute operator commands. Also operator shouldbie to
get information about the environment, in which tidot
acts. The robot platform should be composed of resgu
which could be used to build other robotic systems.

IV. THEPHYSICAL MODEL OF THEMOBILE ROBOT

At the third stage, the physical model of the mehbdbot is
developed and used for the experimental estimaifotime,
reliability, energy consumption and cost.

Hardware structure of the first physical model is

are task dependent and may not be included in timgpresented in Fig. 3.

consumption estimation.

The complete analysis of time consumption
performance of the mobile robot physical modelrgppsed in
publication [10].

Ill. THE DEVELOPMENT AND OPTIMIZATION OF ROBOT
STRUCTURE ANDARCHITECTURE

After estimating the time consumption of the systénis
time to develop the system architecture. At thisnpait is
possible to investigate the load on data bus no@eskand
energy consumption of the robot. These paramelsosadfect
time consumption of the mobile robot.

One of the effective ways to decrease energy copsom
of the robot control system is to optimize the nemiof
system nodes — one node can be used to transéefadahore
than one sensor or actuator.

Load on CU can be decreased by using the distdbdiata

and

CU (Atmega32)

I i v

System node
(demultlplexer M74HC4053)

Sharp Servomotor Fncoder
N avigation range meter system system Motor drwer CMUCAM
system system camera
Motor | | Motor module
Right | Left
v ¥
[ Environment }

Fig. 3. Structure of the physical model

It has only one system node — signal demultiplexer
M74HC4053 for the motor driver and camera moduletrco.
Other sensors (the navigation system including telaic
compass CMPS09, the rangefinder system consisfirtg/a
rangefinders — Sharp GP2D15 and GP2YO0A710YK) are
directly connected to the central unit. The physimadel is

processing system, where each node will perform esomaple to execute the preprogrammed algorithm.

calculation tasks.
In some extreme cases, the system can use onlyantesor
no nodes at all for all sensor and actuator commes{(Fig. 2.)

Optimal solution is to keep balance between energy

consumption and data processing performance acaprigi
the set task.

[ cu )

!

9y<tem nnde

i

Sensors Actuators GPS DB

Environment

Fig. 2. Robot interconnection structure using oogen

For example, the calculated time consumption fer fitst
developed physical model after optimization hambee

> WCET=23s=D,;
D TUFUA=T'=19s=D < Dj;

®)
(6)

During experiments two robot physical models haeerb
developed. Main statements to develop these systadumisig
research a platform is often needed to performrilguo tests
and experiments. It should be able to act autonsiyiocand

Fig. 4. External view of the physical model

Taking into account the results obtained after aopeof
trials and exploitation, a decision has been madapgrade
the physical model. Hardware architecture of thgraged
physical model is represented in Fig. 5.
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Fig. 6. External view of the upgraded physical miode
Fig. 5. Structure of the upgraded physical model
) ] ) The adaptive filter (Kalman filter) Sparkfun 9DOFRHRS
As a central unit for the new generation autononmoabile  ,5qule helps make much more precise robot posiiod

robot design PDA HTC Flyer has been used. It hanbegjrection determination in comparison with an elesic
chosen because one of the authors has alreadyt.hAtso compass.

because of its powerful capabilities and procesttw,HTC Software architecture used to control the upgraztegsical
Flyer is capable to perform a wide range of tasks. model includes 3 units.
Hardware architecture has two system nodes: gensor data readout and actuator control unit ngnioin

MSP430F1611_MCU, which collects data from robotsees, \1sp430F2618 provides the processing of the develciata
such as rangefinders, encoders, controls servomated the 4nsfer protocol, controls the motor driver, tarre

second system node M74HC4053 signal demultiplexén w geromotors, reads and sends on-demand data frem th
the help of which the robot motor driver systentastrolled rangefinder system, integrated navigation system.
and data from the integrated navigation systeneaslr Both Data conversion and communication module running on
nodes are placed on one system board. PDA HTC Flyer under control of Android OS contrdlse
The system board provides possibility to use alensor data readout and actuator control unit,gsses data
MSP430F1611 MCU pins. This allows expanding the&yS oceived from sensors, processes image recognition
easily. ) algorithms, makes decisions on further actions. ©he¢he
The system board has 3 voltage supplies — 5V td 8&  ,qqitional modules developed in this unit is a eendt

USART, drive rangefinders, motor drivers and adadidl \ides security system and telemetry data foniteal client
sensors; 3.3V supply to feed MSP430F1611 contiadignal  gofware.

demultiplexer, additional sensors; 3V supply isdiss a  Thirg part — client software. It provides the rolmntrol
reference voltage for ADC part of MSP430F1611 culldr. system and telemetry data display system.
Communication between HTC Flyer and MSP430F1611

controller is organized using the Bluetooth inteefa
The robot is able to act in two modes. In the finstde, the Sensor data readout and - conversion and
robot acts fully autonomously using the programmer wufﬁﬁ:ffgsrl,um (legrmugécg;;?:l?]?guli‘l'yer
algorithm. In the second mode, the robot is colgdoby an MSP430F2618) Android 05 ) Client software
operator using terminal software running on PCDAP [ Communication modute ] | | | Server ] Robot control
Main differences between the first and second reofaibot [ Communication module | system
physical models are the following: (_Turret control module_] [ tmage recognition module ] | | [Rabot telemetry
- Video camera module. The first robot used CmuCam Range finder signal : data display
developed by Carnegie Mellon University. It had gom || feadoutand comersion [Senordat procesing module| system
disadvantages, such as low image resolution, ke ttansfer iogratod nevigation [ Route planning module |
rate, camera matrix low sensitivity to the red coloNew system data readout [ Decision making module ]
robot uses the built-in high-quality, high-resatuti 8Mpix module

camera module. Since the camera module and system ] ]
processor are placed on one module — HTC Flyerintiage Fig. 7. Software architecture of the upgraded piasnodel
data transfer and processing speed have greatsaised.

- Navigation system. For the navigation purposhks, first
robot used the electronic compass CMPS09, encodsenm,
and rangefinders. New system uses the integratedatan
system containing Sparkfun 9DOF AHRS module and .GP
Sparkfun 9DOF AHRS module includes a 3-axis magneti
compass, 3-axis gyroscope, 3-axis accelerometer and
ATmega328 for data processing and transfer purposes

After developing and testing of software and hanewaf
the physical model, it is time to develop the ptgpe of the
robot. It is the fourth stage, which our developetot will
pass though.
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V. CONCLUSIONS [9] U. Balli, E. D. Jensen, H. Wu, B. Ravindran, J.ABderson, March,
) ) ) Utility Accrual Real-Time Scheduling under Varial®st Functions
The methodology proposed in this article has been IEEE Transactions on Computers archive Vol. 56.,3s 2007.

successfully used to develop the robot physicalehod [10] A. Baums, The real time characteristics of the mobile autonam
. . robot, Automatic Control and Computer Sciences, Vol.M6, 2012.
It is able to a(_:t aUtonomOUSIy gccordlng to th‘f"ll A. Baums, A. Gordjusins, G. Kanonir®evelopvement of mobile
preprogrammed algorithm or it can be driven by perator research robgt ICINCO 2012, 9th International Conference on
connected to it over the Internet. Next stage idaeelop a full Informatics in Control, Automation and Roboticsg-2L July, Rome,

size prototype of the mobile robot. Italy. (Electronic Proceedings), 2012, pp. 329-332.
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Aldis Baums, Andris GordjuSins, Georgijs Kanonirs.Autonoma mobila pétnieciska arpustelpu robota izstrade

Darha piedavata metodolgija autonoma mokilrobota izstidei. Taf ir cetri izstdes s@i. Pirmaj soll sensoru un aktuatoru klasteru modelis tiek lietiatis
atsevigas robota aktiviites fizés veiktu robota r@a laika anatzi. Lai veiktu uzdevuma izpildei nepiecieSanaika apjoma anai, tika izmantotas divas
metodes. Ar pirmo metodi robots ig kiet reala laika siséma ar sewi izpildamam darbbam un uzdotiem dafbas nobeiguma termiem. Ar otro metodi
robots ir ki siséma, kas darbojas r gan ar striktu, gajuwnobeiguma laiku. Smetode sauis par deiga laika funkciju (time/utility function (TUF)). Otja sof
atbilstoSi réala laika analzei tiek iz\eléta un izgtita sistmas programmatas-apardiras arhiteldra. TreSa sof tiek izstdats un izggtits robota fiziskais
modelis. Ceturtais solis ir ves darba prototipa izgilei.

Metodolgija tika veiksmgi pielietota robota fizisk modda izstadei. Modelis spj darboties autonomi, izpildot iepriek$ ieprograsmn algoritmu vai,
nepiecieSaifibas gaguma, ar roku vadma reama. Datu farraide starp operatoru un robotu notiek caur irternNikoSais solis — izsidat pilna iznéra mobik
robota prototipu.

Izstradato petnieciska robota fizisko modeli var izmantot algoritmu izstei un atkiidoSanai, aparatas idzeKu izstadei un izngginajumiem, studentu
apnacibai un eksperimentu veikSanai.

Anpuc bayme, Anapuc Ioparommmnc, I'eopruiic Kanonnpe. Pa3patorka aBTOHOMHOI0 MOOHJIBHOIO HCCJI€10BATEIBLCKOT0 POodoTa

B crartbe npejcTaBieHa METOAOIOTHS pa3paboTKU aBTOHOMHOIO MOOMIIBHOTO HCCIIEN0BATEIbCKOr0 poboTa, BKIIoYatowas B ceOs 4 mrara. Ha nepBom 1mare, 11s
TOr0, 4TO ObI MPOBECTH aHAIM3 HEOOXOAMMOrO Ha HCIOJHEHHE 33/1a4i PeajbHOr0 BPEMEHH, a TAKXKe MPEICTaBUTh CTPYKTYPY poOOTa, HCIOJB3YeTCs] MOZEIb,
[IPEACTABIICHHAS B BHIE CETH KJIACTEPOB C CEHCOPAMHU M aKTyaTopamu. s aHa/M3a KOJINYeCTBa, HEOOXOMMOTO IS MCIIOJHEHHUS 3a/la4i PEabHOrO BPEMEHH,
UCIIONB3YIOTCS 1B MeToja. [Ipu aHain3e MepBbIM METOAOM DPOGOT MPEACTAaBICH KaK CHUCTEMa JKECTKOrO PEeaJbHOro BPEMEHH, B KOTOPOil Bce AEHCTBHS
UCIIONHSIOTCS MOCIEI0BATENBHO M OHM YETKO OPaHMYEHBI BO BpEMEHH. BTOpPBIM MeTo0M poOOT OMHCaH Kak CHCTeMa, ICHCTBHSI KOTOPOH, HMEIOT KECTKHE H
MSITKHE KpailHHe CPOKHU HMCIONMHeHus. JlaHHBIiT MeTo/ HasbiBaeTcs (GyHKuuel Bpemenn-nonesHoctu (time/utility function (TUF)).Ha Bropom mrare nmponcxoaut
BBIOOD M HCCIICIOBAHHE APXUTEKTYPHI IIPOrpaMMHO-AMIapaTHOH 4acTH MOOMIBHOrO po0OTa B COOTBETCTBHH C PE3y/IbTaTaMH, ITONYYCHHBIMH IIPH aHAIN3e
3aTPavyMBaEMOro peajbHOro BpemeHu. Ha TperbeM miare MpoHcXOoauT pa3paboTka M HCClenoBaHne (U3NUYECKOi Mojenu MobuibHOro poGora. Ha yerBeprom
Iare MpOMCXOMUT pa3paboTKa HIPOTOTHIIA POOOTA.

Merozonorust GblIa yCHEeIHO PUMEHEHa TPH CO3aHHH (HU3HUECKOIl MOAEIN MOOWIBHOrO pobora. Mojens crocoOHa AeHCTBOBAaTh aBTOHOMHO, HCTIOJNHSIS
3aJ[aHHYIO0 TIPOTrPaMMy, @ TAKXKe B Cllydyae HEOOXOAMMOCTH, MOXET ObITh MEpEeBECHa B PYYHOI pekuM yrpasieHus. [leperaya JaHHBIX MEXKITY OHEpaTopoM H
POGOTOM B TaHHOMW CHTyaLMH OCYLIECTBISCTCS Yepe3 nHTepHeT. Cieayomuii mar B pa3paboTke — CO3AaHuE MOIHOPa3MEPHOT0 IIPOTOTHIIA MOOMIEHOrO poboTa.
CosnanHas (u3ndecKasi MOZEIb MOXET ObITh HCIIONB30BAaHA TP CO3/AHUH U OTJIAJKE aJIrOPUTMOB, HCIIBITAHHH M Pa3paboTKe almnapaTHBIX CPEICTB, a TAKKE
00y4CHNH CTY/ICHTOB U HPOBEACHUH YKCIICPUMEHTOB.
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