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Abbreviations

ADC Analog-to-digital converter

AADC Asynchronous analog-to-digital converter

DAC Digital-to-analog converter

CS Compressive sensing

DASP Digital alias-free signal processing

DFT Discrete Fourier transform

EFS Extended Fourier series

EFT Extended Fourier transform

EMD Empirical Mode Decomposition

FROI Finite rate of innovation

FS Fourier series

FT Fourier transform

IEFT Inverse extended Fourier transform

LC Level-crossing

STFT Short-time Fourier transform
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Symbols and notations

Symbol Interpretation

f Frequency

f d Sampling frequency

f max (t) Maximum instantaneous frequency

F max Maximum frequency

F [s (t )] Fourier transform

F−1
[S (ω)] Inverse Fourier transform

F̃ [s (t ) , g (t )] Extended Fourier transform

F̃−1
[S (ωg) , g (t)] Extended inverse Fourier transform

h (t) Impulse response

L2 Hilbert space

s (n) Discrete signal

s (t) Continuous time signal

ŝ (t) Approximation

s ' ( t) Derivative

s(−1)
(⋅) Inverse of the signal

S ( f ), S (ω) Spectrum obtained by Fourier transform

S (ωg) Spectrum obtained by Extended Fourier transform

S (t , f ) Time-frequency distribution

t , τ Continuous time

t n Discrete time

T Sampling step

V (φ) Approximation space

Z Set of integers

δ (t) Dirac delta function

Δl Distance between uniformly distributed levels

Δtn Distance between consecutive samples

Δtmax Maximum distance consecutive samples

Θ Signal period/duration

ϒ Extended sampling step

φ( t ) Generating function/impulse response

Φ (t) Instantaneous phase
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ω Angular frequency

Ω Maximum frequency of the spectrum obtained by Fourier transform

Ω g Maximum frequency  of  the  spectrum obtained  by Extended  Fourier
transform

supn∈Z ( xn) Smallest real number y that is greater than or equal to every number xn,
n∈Z
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The topicality of the subject

Most of the digital design today is based on a synchronous approach – the total system

is designed as the composition of one or more subsystems where each subsystem changes

from one state to the next on the edges of a regular clock [25], [26]. By decreasing the size

and increasing the speed of the chips, two main problems arise:

1) clock skew – the clock signal arrives at different components at different times – this

can  be  caused  by  temperature  variations,  material  imperfections  and  many  other

different things;

2) thermal  problem – in  a  synchronous  circuit  many  gates  switch  because  they  are

connected to the clock, not because they have new inputs to process – this leads to an

increase in energy dissipation and requires sophisticated heat removal technologies.

Consequently,  as feature sizes reduce and chips  encompass more functionality,  the global

clock is becoming increasingly inefficient [26].

These problems have renewed an interest in asynchronous design which in general

uses no clock to govern the timing of state changes. Subsystems exchange information at

mutually negotiated times with no external timing regulation [2], [9], [10], [19], [26]. This

gives asynchronous circuits inherent properties that can be exploited to advantage in the areas

listed below [28]:

1) low  power  consumption  due  to  fine-grain  clock  gating  and  zero  standby  power

consumption;

2) high operating speed (operating speed is determined by actual local latencies rather

than global worst-case latency);

3) less emission of electro-magnetic noise due to the local clocks tend to tick at random

points in time;

4) robustness towards variations in supply voltage, temperature, and fabrication process

parameters;

5) better composability and modularity;

6) no clock distribution and clock skew problems.

Despite these advantages,  the use of asynchronous systems in real life applications is

not  widespread  due  to  the  incompatibility  with  the  classical  (synchronous)  systems.  For

example, in case of asynchronous systems asynchronous analog-to-digital converters (AADC)

are used to transform analog signals to digital signals, and the samples obtained in this way
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are usually spaced non-uniformly [2], [15]. Such technique allows to create signal-dependent

AADC, the power consumption of which depends on the signal being sampled [2], [13] – in

high frequency regions more samples are obtained and more power is consumed, and in low

frequency regions – less samples are obtained and less power is required for data acquisition.

This allows reducing the total power consumption of the device and the number of obtained

samples, which is of particular importance in wireless sensor networks [23], however, at the

same  time,  this  complicates  the  processing  of  obtained  samples  due  to  their  irregular

placement, so that the classical signal processing in this case is not applicable.

One of the ways to connect asynchronous systems with synchronous systems is to

resample  the  signal  from non-uniformly to  uniformly spaced samples  which equals  to  1)

recovery of the continuous signal and then – 2) uniform sampling of the reconstructed signal.

The problem in this case is to develop the methods for recovery of the signals from their

irregular samples.

The aim of the thesis

The aim of the thesis is to develop a theoretical justification for the assumption that

the  signals  with  time-varying  spectral  content  can  be  accurately  represented  by  samples

obtained in signal-dependent way with more samples taken at high frequency regions and less

samples – at low frequency regions, as well as to investigate how this knowledge can be used

for recovery of the signals sampled in signal-dependent way.

The following objectives are set to fulfill the aim of the research:

 investigate different sampling methods found in literature;

 develop theory and methods for signal-dependent sampling and reconstruction.

Research methods

The research methods included the analytical derivations of the formulated theorems

and developed methods, which was later experimentally verified by numerical simulations

using MATLAB.
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Scientific novelty and the main results

The  scientific  novelty  of  the  thesis  is  associated  with  the  developed  theory  and

methods for signal-dependent sampling and reconstruction. The main results are:

✔ an extended Fourier series for analysis of signals with time-varying spectral content is

proposed;

✔ an  extended  sampling  theorem  for  signal-dependent  sampling  according  to  the

maximum instantaneous frequency of the signal is proposed;

✔ different methods for estimation of the maximum instantaneous frequency of the signal

are developed;

✔ a sufficient condition for perfect reconstruction of the signals from irregular samples is

obtained,  which  allows  the  distances  between  consecutive  samples  to  exceed  the

Nyquist step;

✔ several signal reconstruction methods from irregular samples are developed and verified

by numerical simulations on different signals.

✔ a printed circuit board for level-crossing sampling is developed. 

Theses to be defended

1. The obtained Extended Fourier series, which is composed of harmonics of time-varying

frequencies, extends the set of those periodic functions that can be expressed by a finite

number of components.

2. Those signals that have bandlimited spectra obtained by an extended Fourier transform

can  be  completely  represented  by  their  samples,  the  time  locations  of  which  are

determined by the frequency functions of the components of their spectra.

3. The sampling density that is needed for equally precise approximation of the signal in

case of signal-dependent sampling, which considers the time-varying spectral content of

the signal, can reduce in comparison to uniform sampling.

4. Those signals that have bandlimited spectra obtained by an extended Fourier transform

can be perfectly reconstructed from their level-crossing samples even if the maximum

distance between consecutive samples exceeds the Nyquist step.
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Practical value

The theory and methods developed within this thesis can be used for signal-dependent

sampling and processing with the aim to reduce the energy consumption of data acquisition

devices, which is of particular importance in wireless sensor networks, as well as to improve

the quality of reconstruction of signals sampled in signal-dependent way.

Approbation
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The structure of the thesis

The  doctoral  thesis  contains  introduction,  five  chapters,  conclusions,  references,  8

appendices, 61 figures, 132 pages in total. A list of references consists of 108 sources.

Introduction motivates the research and formulates the research aim and tasks.

The  first  chapter  discusses  the  classical  sampling  theory  and  an  extension  of  the

standard sampling paradigm for a representation of functions in the more general class of

shift-invariant  functions spaces.  Also,  several  variations and other  extensions  of  sampling

theory are shown.

The second chapter discusses several advancements of the classical sampling theory

which are based on the fact that many natural signals can be sparsely represented using only a

small set of suitably selected basis. In the end of the chapter, time encoding of the analog

signals is outlined.

The  third  chapter  presents  theory  and  methods  of signal  dependent  sampling  and

reconstruction  developed by the author in accordance with the aim of the thesis to find  a

theoretical justification for the assumption that the signals with time-varying spectral content

can  be  accurately  represented  by  samples  obtained  in  signal-dependent  way  with  more

samples taken at high frequency regions and less samples – at low frequency regions, as well

as to investigate  how this  knowledge can be used for recovery of the signals  sampled in

signal-dependent way.

The  fourth  chapter  demonstrates  the  use  of  the  developed  theory  in  order  to

reconstruct  the  signals  from  level-crossing  samples.  A  sufficient  condition  for  perfect

recovery is formulated, which allows the distances between consecutive samples to exceed the

Nyquist step.

The  fifth  chapter  describes  the  practical  implementation  of  the  level-crossing

sampling.

Conclusions  summarizes  the  main  results  of  the  thesis.  In  appendices  several

mathematical derivations and a simulated electronic circuit for level-crossing sampling are

given.
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1. CLASSICAL SIGNAL SAMPLING AND RECONSTRUCTION

In the first chapter the classical sampling theory is discussed.

The sampling theorem was introduced to information theory by Shannon [24]. The

equivalent forms of the theorem were also introduced by Whittaker [30] and Kotel’nikov [11].

The Shannon sampling theorem: if a signal s (t) contains no frequencies higher than

F max,  it  is  completely  determined  by  giving  its  ordinates  at  a  series  of  points  spaced

T=1 /(2 F max) seconds apart.

The reconstruction formula that complements the sampling theorem is

s (t )= ∑
n=−∞

∞

s (nT )sinc(π t /T−nπ ), (1.1)

where

sinc(t )=sin( t)/ t. (1.2)

1.1. Sampling of non-bandlimited signals

Shannon’s sampling theory is applicable whenever the input function is bandlimited.

When this is not the case, the standard signal-processing practice is to apply a low-pass filter

prior to sampling in order to suppress aliasing. Schematic representation of the standard three-

step sampling paradigm with T =1 is shown in Fig. 1.1 [27].

Fig. 1.1. Block diagram of sampling of non-bandlimited signals

The three steps are:

1) prefiltering – the analog input signal s (t) is prefiltered with h (t) to avoid aliasing;

2) sampling – the discrete signal y (n) is obtained by sampling of y (t );

3) postfiltering – the reconstructed output

ŝ (t)= ∑
n=−∞

∞

y (n)φ(t−n) (1.3)

is obtained by analog filtering of y (n) with φ( t).
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In  the  traditional  approach,  the  pre-  and  postfilters  are  both  ideal  low-pass:

h (t)=φ(t)=sinc (π t) [27].

1.2. Extension of the Shannon’s model

An approximation space V (φ) is defined as

V (φ)={s (t)=∑
n=−∞

∞

c(n)φ(t−n)}. (1.4)

This  means  that  any  continuous  function  s (t)∈V (φ) is  characterized  by  a  sequence  of

coefficients  c (n) that  is  the  discrete  signal  representation  that  will  be  used  to  do  signal

processing  calculations  or  to  perform  coding.  These  coefficients  are  not  necessarily  the

samples of the signal, and φ( t) can differ from sinc(π t) [27].

After defining the signal space V (φ), the next task is to obtain the coefficients c (n) in

(1.4) such that the signal model is faithful approximation of some input signal s (t)∈L2. The

following three approaches are discussed [27]:

1) minimum error sampling;

2) consistent sampling;

3) interpolation.

After  obtaining the coefficients  c (n),  the approximation  ŝ (t)∈V (φ) of  s (t)∈L2 is

found. As it follows from the error analysis [27], the best approximation is obtained in the

case of  minimum error  sampling,  and the  least  favorable  approach due to  aliasing is  the

sampling without analog prefiltering (interpolation).

1.3. Variations and extensions of sampling theory

There are different variations and extensions of sampling theory found in literature [8],

for example, Kramer’s generalized sampling theorem [12], Papoulis  multichannel sampling

[21], signal decomposition by wavelets [18], and irregular sampling [7], [14], [20], in the case

of which the distances Δtn=t n+1−t n between consecutive samples are different.
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2. ADVANCEMENTS OF THE CLASSICAL SAMPLING THEORY

In  the  second  chapter  several  advancements  of  the  classical  sampling  theory  are

discussed, which are based on the fact that many natural signals that occupy large bandwidth

and thus require high sampling frequency can be compactly represented in an appropriate

basis.  The  problem  in  this  case  is  to  find  the  methods  of  taking  a  small  number  of

measurements that completely characterize the signal.

The first advancement is a digital alias-free signal processing (DASP) [4], which is a

technique for overcoming the problems of aliasing at extended frequency ranges. Based on

non-uniform or randomised sampling techniques and the development of novel algorithms, it

creates the capacity to suppress potential aliasing crucial for high frequency applications and

to reduce the complexity of designs.

The second advancement is a compressive sensing (CS) [5], which is a technique for

acquiring a small number of measurements of the signal that has a sparse representation in

some basis. CS computes the inner products of the signal and a randomized dictionary of test

functions,  and  the  signal  is  then  recovered  by  a  convex  optimization  that  ensures  the

recovered signal is both consistent with the measurements and sparse.

The third advancement considers classes of signals with a finite rate of innovation

(FROI)  [29].  This  technique  allows  to  perfectly  reconstruct  the  signals  that  are  not

bandlimited  if  they  are  sampled  uniformly  at  or  above  the  rate  of  innovation  using  an

appropriate kernel.

The fourth approach (not  related to  the first  three techniques)  is  a  time encoding,

which is a real-time, asynchronous mechanism for encoding the amplitude information of an

analog bandlimited signal into a time sequence [15]. The advantage of time encoding is that it

can be implemented in asynchronous analog circuits with low power consumption.
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3. SIGNAL-DEPENDENT SAMPLING AND RECONSTRUCTION

The  third  chapter  presents  theory  and  methods  of  signal  dependent  sampling  and

reconstruction developed by the author. The main results are:

1) an  extended  Fourier  series  (EFS)  for  analysis  of  signals  with  time-varying  spectral

content is proposed;

2) an extended Fourier transform (EFT) (already defined in [17]) is obtained from EFS;

3) an extended sampling theorem considering the signals with bandlimited EFT spectra is

proposed;

4) a connection between the classical and extended signal processing is shown by using the

time-warped signal in Fig. 3.5;

5) a block diagram of signal-dependent analog-to-digital conversion considering the time-

varying spectral content of the signal is shown;

6) an  expression  of  the  maximum  instantaneous  frequency  of  the  signal,  which  is

composed of harmonics of time-varying frequencies, is defined;

7) three methods for estimation of the maximum instantaneous frequency of the signal are

proposed;

8) several  examples  of  signal-dependent  sampling and reconstruction  are  shown,  and a

comparison of the obtained results with the uniform sampling is given.

Next is a short description of the obtained results.

The  majority  of  real  life  signals  are  non-stationary  with  time-varying  frequency

properties. The signal in this case is called non-stationary, if its spectral content at different

time intervals is  different (Fig.  3.1).  On the contrary,  the signal is called stationary,  if  its

spectral content at different time intervals remains the same (Fig. 3.2).

     

Fig. 3.1. Speech (non-stationary) signal and the magnitude of the DFT spectra of its two sub-

intervals
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Fig. 3.2. Stationary signal and the magnitude of the DFT spectra of its two sub-intervals

As it follows from Fig.  3.1, the signal  s (t) at  the first  sub-interval up to  t 0 varies

slower than at the second sub-interval after t 0, and thus the question is: can the samples s (t n)

at the first sub-interval be taken at less frequency than at the second sub-interval, and how to

choose the sampling instants t n for s (t) to be reconstructable? These are the questions that are

answered in the third chapter.

3.1. Extended Fourier series

As it follows from [I], periodic signals with period Θ can be expressed in an extended

Fourier series (EFS) as

s (t )=
1
2

a0∑
n=1

∞

an cos (n
2π

Φ(Θ)
Φ( t)) bnsin (n

2π
Φ(Θ)

Φ( t)), (3.1)

where

Φ (t)=∫
0

t
1

g (τ )
d τ , (3.2)

and g ( t)0 is a periodic function with period Θ. The coefficients

an=
2

Φ (Θ)
∫

0

Θ
s( t)
g (t )

cos(n
2π

Φ (Θ)
Φ (t))dt (3.3)

and

bn=
2

Φ (Θ)
∫

0

Θ
s( t)
g (t)

sin (n
2 π

Φ (Θ)
Φ (t ))dt (3.4)

are  obtained,  by  minimizing  the  energy  of  the  1/√g (t )-weighted  error  signal

(s (t)− y( t)) /√g ( t), where y (t ) denotes the right side signal of equation (3.1).

If instead of sines and cosines complex exponentials are used, then periodic signals are

expressed in complex EFS as
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s (t)= ∑
n=−∞

∞

cn e
jn 2π

Φ (Θ )
Φ(t)

, (3.5)

where

cn=
1

Φ (Θ)
∫
0

Θ
s (t)
g (t)

e
− jn 2π

Φ(Θ )
Φ(t )

dt . (3.6)

Bessel’s inequality and Parseval’s identity in this case are written as

1
Φ(Θ)

∫
0

Θ
∣s (t )∣

2

g (t )
dt≥ ∑

n=−N

N

∣cn∣
2

(3.7)

and

1
Φ(Θ)

∫
0

Θ
∣s (t )∣

2

g (t )
dt=∑

n=−∞

∞

∣cn∣
2
. (3.8)

Examples of EFS of two signals that are composed of 4 (on the left) and 7 (on the

right) harmonics of frequencies k f 1( t), k=1 ,2 ,3 ,4, and m f 2(t), m=1,2 ,… ,7, are shown in

Fig. 3.3. In the first case the function g1(t)=1/(2π f 1(t )) is used for calculation of EFS, and

in the second case – the function  g 2(t)=1/(2π f 2(t)).  If  the signals  are  expressed in  the

classical  Fourier  series  (FS)  (g1(t)=g2(t )=1),  then  an  infinite  number  of  nonzero  FS

coefficients are obtained.

      

Fig. 3.3. EFS (c) un FS (d) amplitude spectra of periodic (Θ=10 seconds) signals (a), that are

composed of 4 (on the left) and 7 (on the right) harmonics of time-varying frequencies
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As it follows from Fig. 3.3, non-bandlimited signal with time-varying spectral content

can be compactly represented by EFS, if the appropriate function g ( t) depending on s (t ) is

chosen.

3.2. Extended Fourier transform

If the period  Θ and so the value  Φ(Θ) due to monotonic increase of  Φ(t) tends to

infinity, then from (3.6) follows:

S (ωg)=lim
Θ ∞

cnΦ (Θ)=∫
−∞

∞ s (t)
g (t )

e− j ωg Φ (t )dt , (3.9)

which conforms to the definition of the extended Fourier transform (EFT) given in [17]:

S (ωg)=F̃ [s (t ) , g (t )]=∫
−∞

∞ s (t )
g ( t)

e− j ω g Φ( t) dt. (3.10)

The inverse EFT (IEFT) [17]

s (t )= F̃−1
[S (ωg) , g (t)]=

1
2π ∫−∞

∞

S (ω g)e j ωg Φ(t )d ωg, (3.11)

follows from (3.5), when Θ tends to infinity:

s (t)= lim
Θ ∞

∑
n=−∞

∞ 1
Φ (Θ)

S(n 2 π
Φ (Θ))e

jn 2 π
Φ(Θ)

Φ(t )

=
1

2 π
∫
−∞

∞

S (ωg)e j ωg Φ (t )d ωg . (3.12)

If g ( t)=1, then EFT and IEFT conform to the classical expressions of the direct and

inverse Fourier transforms.

One example: EFT spectrum of the signal x (t )=cos (ψ (t )), if g ( t)=1/ψ ' (t), is:

X (ωg)=F̃ [ x (t) , g (t)]=∫
−∞

∞

cos(ψ (t))ψ '(t )e− j ωg ψ(t )dt=[u=ψ ( t), du=ψ ' (t)dt ]=

=∫
−∞

∞

cos(u)e− j ωg udu=π δ(ωg−1) π δ(ωg1).
(3.13)

3.3. Extended sampling theorem

The  extended  sampling  theorem  follows  from  definitions  of  direct  and  inverse

extended Fourier transforms in [II].

Extended sampling theorem: every bandlimited to [−Ωg ,Ω g ] signal s (t) with EFT

spectrum  S (ωg)=F̃ [s (t ) , g (t )]=0,  if  ∣ωg∣Ωg ,  is  completely  determined  by its  samples

s (t n) taken at instants t n=Φ−1
(n ϒ ) with a sampling step ϒ≤π /Ωg.
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The reconstruction formula is:

s (t )= ∑
n=−∞

∞

s (t n)sinc(
π
ϒ
(Φ (t)−Φ (t n))). (3.14)

A sampling example of s (t) at t n=Φ−1
(n ϒ ) depending on Φ (t) is shown in Fig. 3.4 –

when function Φ (t) grows faster, more signal samples are obtained.

Fig. 3.4. Sampling of s (t ) according to Φ (t) – samples s (t n) are taken at t n=Φ−1
(n ϒ )

Example. EFT spectrum of the signal

x (t )= ∑
n=−N

N

cn e
jn 2π

Φ(Θ)
Φ (t )

, (3.15)

if g ( t)=1/Φ' (t), is:

X (ωg)=∫
−∞

∞ x (t )
g (t)

e− j ωg Φ(t )dt= ∑
n=−N

N

2π cn δ (ωg−n
2π

Φ (Θ)). (3.16)

That  means  the  signal  is  bandlimited  to  ωg∈[−2π N /Φ (Θ) ,2 π N /Φ(Θ)],  and  is  fully

represented by samples x (t n) according to the expression

x (t )=∑
n=−∞

∞

x (t n)sinc(
π
ϒ
(Φ (t)−Φ ( tn))), (3.17)

where ϒ=Φ (Θ)/(2 N ) and t n=Φ−1
(n ϒ ).
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3.4. Time-warped signals

The function Φ (t) that was previously defined by (3.2) can be used to transform the

signal s (t) into the time-warped signal y (u) as shown in Fig. 3.5.

Fig. 3.5. The time-warped u=Φ (t) signal y (u) obtained from s (t): y (Φ (t))=s (t) and

y (u)=s(Φ−1
(u))

From Fig. 3.5 it can be concluded:

1) A finite length signal y (u), u∈[0 ,Φ (Θ)], can be expressed in the classical FS as

y (u)=∑
n=−∞

∞

cne
jn 2π

Φ(Θ )
u

, where  cn=
1

Φ (Θ)
∫
0

Φ(Θ )

y (u)e
− jn

2π
Φ(Θ )

u

du. (3.18)

By putting u=Φ (t) and considering that y (Φ (t))=s (t) and Φ' ( t)=1/ g (t), from (3.18)

the expressions of EFS (3.5) and (3.6) are obtained.

2) In similar way the expressions of EFT (3.10) and (3.11) follow from the classical Fourier

transforms (FT) of y (u):

Y (η)=F [ y(u)]=∫
−∞

∞

y (u)e− j η u du=[u=Φ (t) , du=Φ' ( t)dt=(1/ g (t))dt
y (Φ (t))=s (t) , η=ωg ]=

=∫
−∞

∞ s (t)
g (t )

e− j ωg Φ(t )dt=F̃ [ s( t) , g (t )]=S (ωg),
(3.19)

y (u)=F−1[Y (η)]=
1

2π
∫
−∞

∞

Y (η)e j η u d η=[u=Φ (t) , t=Φ−1
(u)

η=ωg , Y (η)=S (ω g), d η=d ωg ]=
=

1
2π
∫
−∞

∞

S (ωg)e j ωg Φ (t )d ω g= F̃−1
[S (ωg) , g (t)]=s(Φ−1

(u)) .

(3.20)

Also, many EFT properties that correspond to the signal s (t) can be obtained from FT

properties of the time-warped signal y (u).

3) If the FT spectrum of  y (u) is bandlimited:  Y (η)=0, if  Y (η)Ωg , then  y (u) can be
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represented by regular samples y (n ϒ ) according to the classical interpolation

y (u)=∑
n=−∞

∞

y (n ϒ )sinc(π u /ϒ−nπ ), (3.21)

where ϒ≤π /Ωg. And again, by putting u=Φ (t) and considering that y (Φ (t))=s (t) and

Φ' ( t)=1/ g (t), the extended sampling theorem (3.14) from (3.21) is obtained.

As it follows from the given three examples, the classical signal processing, which is

applied to the time-warped signal  y (u), turns into the extended signal processing, which is

applied to the original signal s (t).

3.5. Sampling according to the time-varying spectral content of the signal

The  real  world  signals  are  often  non-stationary  with  time-varying  frequency

properties, which are estimated by various time-frequency analysis methods  [1]. One of the

most popular is the short-time Fourier transform (STFT), which calculates the FT spectra of

the local sections s (τ )u(τ−t) of the signal s (τ ) at time instants t  according to the expression

S (t , f )= ∫
t−Θ / 2

t Θ /2

s(τ )u (τ−t)e− j 2 π f τ d τ , (3.22)

where u (τ ) is a window function which is nonzero for only a short period of time: u (τ )=0, if

∣τ∣Θ /2. Given the non-stationary signal, the spectrum S (t , f ) at different t  is different, and

so is the bandwidth f max (t), which for some positive constant d0 is estimated according to

expressions: ∣S (t , f )∣≥d , if ∣f∣≤ f max (t), and ∣S (t , f )∣d , if ∣f∣ f max (t).

An example of the maximum instantaneous frequency f max (t), which is obtained from

S (t , f ) of the speech signal, if d=0.05, is shown in Fig. 3.6.

Fig. 3.6. Time-frequency distribution S (t , f ) of the speech signal and the estimated

maximum instantaneous frequency f max (t)
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In  order  to  take  into  account  the  function  f max (t),  which  is  called  the  maximum

instantaneous frequency of the signal, for signal-dependent sampling according to the idea –

more samples are taken at high frequency regions ( f max (t) is large) and less samples at low

frequency regions  ( f max (t)is  small),  then  considering  the  extended  sampling  theorem the

samples of the signal are taken at t n=Φ−1
(n ϒ ), where

Φ (t)=2π∫
0

t

f max (τ )d τ=∫
0

t

ωmax(τ)d τ , (3.23)

and ϒ  is the sampling step which is determined by the bandwidth of the EFT spectrum of the

signal if g ( t)=1/ωmax( t). The block diagram of such sampling is shown in Fig. 3.7.

Fig. 3.7. Block diagram of signal-dependent analog-to-digital conversion considering the

time-varying spectral content of the signal

In the figure the output of  f max (t) is the maximum instantaneous frequency of  s (t ),

which is then filtered and used to limit the bandwidth of EFT spectrum of the input signal s t 

to ωg∈[−Ω g , Ωg ]. The filtered frequency function f̂ max (t) is also used for obtaining the time

instants  t n=Φ−1
(n ϒ ) in the following way. The output signal  Φ (t)/ ϒ  of the integrator is

connected to the input of the comparator, which compares this signal to the value of 1. At the

time instant t n, when Φ (t n) /ϒ=1, the output binary signal z ( t) of the comparator changes its

value from low to high level and after a short  delay  τ≪t n1−t n resets  the output of the

integrator to Φ (t n τ) /ϒ=0, and then the signal z ( t) changes its value back to low level. In

result the rising edges of z ( t) occur at the instants t n=Φ−1
(n ϒ ), and z ( t) is used to clock the

upper ADC for capturing the signal samples  ŝ (t n). At the same time the frequency function

f̂ max (t) is sampled uniformly by the second ADC, since f̂ max (t) is needed for recovery of the

signal ŝ (t) according to the interpolation formula (3.14). This means that information about

the analog input signal ŝ (t) after its signal-dependent analog-to-digital conversion is carried

by both the signal samples ŝ (t n), and the frequency samples f̂ max (tm).
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3.5.1. Estimation of the maximum instantaneous frequency of the signal

Given a signal

s (t)=∑
m=1

M

Am cos (ψm( t)) (3.24)

with  constant  amplitudes  Am and  time-varying  frequencies  f m( t)=ψ ' m(t )/(2π )0,  the

maximum instantaneous frequency f max (t) of s (t) is defined as having values

f max (τ )=max( f 1(τ ) , f 2(τ ) ,… , f M (τ )) (3.25)

at any given t=τ [II]. An example of such a function of the signal which consists of M=3

cosines is shown in Fig. 3.8.

   

Fig. 3.8. The signal (on the left) and the frequency traces (on the right) of its M=3 cosines,

and the maximum instantaneous frequency f max (t) of the signal

From the definition (3.25) follows, that the maximum instantaneous frequency f max (t)

of the signal  x (t)=∑m=1

M
Amcos (k mψ (t )), where  k1…k M  are some positive coefficients,

conforms to the instantaneous frequency of the highest component AM cos (k M ψ ( t)), and the

EFT spectrum when 1/ g ( t)=k M ψ ' (t) is bandlimited to ωg∈[−1 ,1]:

X (ωg)= F̃ [ x (t ) , g (t )]=∑
m=1

M

Am π (δ (ωg k m/k M ) δ (ωg−k m/k M )). (3.26)

If  no frequencies  f m( t) of  (3.24) are given or the signal differs from  (3.24),  then

f max (t) can be estimated by using one of the three methods given in the full version of the

thesis  (the first  method is  based on the time-frequency analysis,  the second method – on

empirical mode decomposition (EMD)  [II], and the third method – on local extrema of the

signal).
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3.5.2. Examples of signal-dependent sampling and reconstruction

Given the methods for estimation of  f max (t), several comparisons of reconstruction

quality depending on the number of samples that represent the signal in cases of uniform and

signal-dependent sampling are given. One example is the speech signal (Fig. 3.9) that is taken

from the TIMIT database (/timit/train/dr1/mtpf0/sx335.wav). 

Fig. 3.9. Approximation of the speech signal x (t) by EFS and FS: a) signal x (t) and its

maximum instantaneous frequency f̂ max (t) (black line), b) STFT of the signal fragment and

the estimated frequency f̂ max(t ) c) approximation x̂ (t ) (gray line) of x (t) obtained by EFS

and the error signal x (t)− x̂( t) (black line) at ε=0.002, d) the ratio r (N ) of the energies of

the signals x (t)− x̂( t) and x (t) depending on the average number of EFS and FS coefficients

per second that are used to approximate the signal, e) reductions Δ and Δ̃ in number of EFS

coefficients (samples) that are needed to achieve the same precision ε of approximation as in

the classical FS case
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The maximum instantaneous frequency of the signal was estimated from its time-frequency

distribution obtained by STFT using the Hamming window of length 20 ms. From the figure

follows, that in the case of signal-dependent sampling less coefficients (samples) are needed

to achieve equally precise approximation as in the classical uniform sampling. This is shown

by (d) and (e) curves – (d) shows the energy ratio r (N ) of the error signal x (t)− x̂( t) and the

original  signal  x (t) depending  on  the  number  2 N  1 of  the terms  that  are used  to

approximate the signal, and (e) shows how many coefficients (samples) in the case of EFS are

needed less than in the case of FS to obtain the same energy ratios r (N EFS)=r (N FS)=ε. The

curve  Δ̃ corresponds to the case, when in addition to EFS coefficients the samples of the

frequency function f̃ max (t) that is bandlimited to ω∈[−500π ,500π ] are taken into account.
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4. LEVEL-CROSSING SAMPLING

The fourth chapter discusses the level-crossing (LC) sampling approach according to

which the samples are taken whenever the analog signal crosses any of the previously set

levels (Fig. 4.1) [2].

Fig. 4.1. Level-crossing sampling – the samples s (t n) are taken at the crossings of s t  with

the levels l 1 , l 2 , l 3 ,…

LC  sampling  gives  signal  samples  that  are  spaced  non-equidistantly  with  the  distances

Δtn=t n−t n−1 being dependent on the locations of the levels and the maximum instantaneous

frequency  of  the  signal.  Such  approach  allows  to  simplify  the  data  acquisition,  but

complicates the processing of the obtained LC samples due to non-uniformity on the time

axis.  The  samples  can  be  processed  either  by  asynchronous  systems  [22],  [V],  or  by

synchronous systems if  only the discrete signal prior to processing is resampled from LC

samples  to  uniform samples.  In  the  second  case  the  signal  processing  possibilities  after

resampling are larger and therefore the recovery of the signal from LC samples is the topic of

the fourth chapter [VII], [IX], [X], [XI], [XII], [XIV]. The main results are as follows:

1) the method for estimation of the maximum instantaneous frequency from LC samples is

proposed;

2) a sufficient condition for perfect reconstruction of the signals from irregular samples is

obtained, which allows the distances between consecutive samples to exceed the Nyquist

step, which is the classical limitation of the reconstruction methods found in literature

[6], [7], [16];

3) several signal reconstruction methods from irregular  LC samples are  proposed, all of

which can be realized in two ways: the first is to reconstruct the time-warped signal and

then  by  its  inversion  to  obtain  the  original  signal  (for  time  warping  the  estimated
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maximum instantaneous frequency is used), or the second way is to directly reconstruct

the original signal using the extended versions of the classical methods that are used in

the first case for recovery of the time-warped signal;

4) the developed methods are verified by numerical simulations on various signals, and the

obtained results allows to conclude that the application of signal-dependent theory in

signal recovery from LC samples allows to improve the accuracy of reconstruction.

Sufficient  condition  for  perfect  recovery. In  order  to  assure  the  proper  signal

reconstruction  an appropriate  sampling  criterion  should  be  respected  during the  sampling

process  [20].  As  shown  in  [3],  [8],  [20],  a  bandlimited  to  ω∈[−Ω ,Ω ] signal  can  be

reconstructed  from its  non-uniformly  spaced  samples  if  the  average  sampling  frequency

f̄ dΩ /π , and therefore the sufficient condition for perfect recovery can be written as [6], [7],

[16]:

Δt max=supn∈N (t n−t n−1)
π
Ω

. (4.1)

In  the  case  of  LC sampling  the  fulfillment  of  (4.1) is  hard  to  predict  due  to  the

distances Δtn=t n−t n−1 between consecutive samples depend not only on the locations of the

levels l 1l 2⋯lM , but also on the signal itself. The more dense is the placement of l m, the

higher is the probability that the condition  (4.1) fulfills, however, too many levels decrease

the energy efficiency of the data acquisition due to an increased number of LC samples per

second.

In order to avoid too high sampling densities, the sufficient condition (4.1) is written

not for the signal  s (t),  but for the time-warped signal  y (u) shown in Fig.  4.2. If the FT

spectrum of  y (u) is  bandlimited  to  [−Ω g ,Ωg ],  then  the  sufficient  condition  for  perfect

recovery of y (u) from irregular samples y (un) is:

Δumax=supn∈N (un−un−1)
π
Ω g

. (4.2)

By putting  u=Φ (t) and considering that  y (Φ (t))=s (t) and  Φ' ( t)=1/ g (t), the equivalent

condition  for  perfect  recovery  of  the  signal  s (t) from  s (t n),  if  its EFT  spectrum

S (ωg)=F̃ [s (t ) , g (t )] is bandlimited to ωg∈[−Ωg , Ωg ], becomes [I]:

supn∈N (Φ (tn)−Φ( t n−1))
π
Ωg

. (4.3)

By comparing (4.3) with (4.1), it can be concluded that the maximum distance Δtmax
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between consecutive samples in the latter case can considerably exceed the Nyquist step π /Ω ,

and depends on the function Φ (t). One such example is shown in Fig. 4.2 – the large distance

Δtn between the LC samples  s (t n−1) and  s (t n) by time warping  u=Φ (t) transforms into a

small distance  Δun between the same LC samples  y (un−1)=s( tn−1) and  y (un)=s( t n) of the

time-warped signal y (u).

Fig. 4.2. Transformation of the large distance Δtn into the small distance Δun by time warping

u=Φ (t)

The methods for estimation of the function  Φ (t) from LC samples, as well  as for

recovery of the signals are given in the full version of the thesis.
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5. PRACTICAL IMPLEMENTATION OF LC SAMPLING

In the fifth chapter the practical implementation of LC sampling is described. In order

to reduce the sensitivity to noise and to avoid too small distances between the samples which

can  cause  errors  in  the  conversion,  then  every  next  LC  sample  is  taken  only  when  the

difference between the signal and its previous sample reaches the threshold Δl (Fig. 5.1).

   

Fig. 5.1. Level-crossing (on the left) and send-on-delta (on the right) sampling

Such send-on-delta sampling can be realized according to the following principle (Fig. 5.2).

The  input  signal  s (t),  if  tt 1,  is  located  between  two  levels:  ydown(t )=l 4 and

yup( t)=l 4 2Δl=l 6. When the signal decreases and crosses the lower level l 4 at  t 1, then the

values of ydown(t ) and yup(t) are increased by Δl, and the signal s (t), if  t 1≤tt 2, is located

between the new levels ydown(t )=l 3 and yup(t)=l 3 2 Δl=l5. In the same way the values of

ydown(t ) and  yup(t) are  decreased at  t 2 and  t 3,  and the signal  s (t ),  if  t 3≤tt 4,  is  located

between the levels  ydown(t )=l 1 and  yup(t)=l1 2 Δ l=l3. In turn, when the signal increases

and crosses  the upper  levels  l 3 and  l 4 at  t 4 and  t 5,  the values  of  ydown(t ) and  yup(t) are

increased by Δl. In result, the signal s (t) is almost always located between the levels ydown(t )

and yup(t), the crossings of which are recorded as the LC samples of s (t).

Fig. 5.2. The illustration of the principle of the practical realization of send-on-delta sampling
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Such send-on-delta  sampling principle  can be implemented according to  the block

diagram shown in Fig. 5.3.

Fig. 5.3. Block diagram of the practical implementation of send-on-delta sampling

The  input  signal  ydown(t )s (t ) yup(t) is  compared  to  the  levels  ydown(t ) and

yup(t)= ydown(t) 2 Δ l by the two comparators. If the signal  s (t ) increases and crosses the

upper level yup(t), then a short pulse “up” is generated by the first comparator and the output

of the DAC ydown(t ) increases by Δl. If the signal s (t) decreases and crosses the lower level

ydown(t ), then a short pulse “down” is generated by the second comparator and the output of

the DAC decreases by Δl. This ensures the inequation  ydown(t )s (t ) yup(t) holds almost all

the time.

An electronic  scheme that  corresponds  to  the  block diagram shown in  Fig.  5.3 is

included in the eighth appendix of the thesis. According to the scheme the printed circuit

board that performs LC sampling using 16 uniformly distributed levels from -10V to +10V

was produced. From the measurements if follows, that the maximum frequency of the signal

that can be sampled is 10 kHz. In the case of higher frequencies the levels yup(t) and ydown(t )

are not capable of following the rapid changes in the input signal. One example of the speech

signal send-on-delta sampling that was captured by an oscilloscope is shown in Fig. 5.4.

Fig. 5.4. Send-on-delta sampling of the speech signal (green line): blue line signal ydown(t )

corresponds to the output of the DAC, red line signal – to the raised by 2 Δl signal yup(t ), and

the black line signals (at the bottom) are the outputs “up” and “down” of the comparators
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Conclusions

The aim of the thesis was to develop a theoretical justification for the assumption that

the  signals  with  time-varying  spectral  content  can  be  accurately  represented  by  samples

obtained in signal-dependent way with more samples taken at high frequency regions and less

samples – at low frequency regions, as well as to investigate how this knowledge can be used

for recovery of the signals sampled in signal-dependent way.

In accordance with the  set  objective  of  developing theory and methods for signal-

dependent sampling and reconstruction, the author has obtained the following main results:

1. The extended Fourier series consisting of sines and cosines of time-varying frequencies

is  proposed  which  allows  to  reduce  the  number  of  coefficients  that  are  needed  to

represent the signals with time-varying spectral content (this is demonstrated in section

3.5.2).

2. The extended sampling theorem  for signal sampling according to  the  monotonically

increasing function Φ (t) is proposed.

3. Several methods for estimation of the maximum instantaneous frequency f̂ max (t) of the

signal are proposed – this frequency is used for signal-dependent sampling according to

the  extended  sampling  theorem:  from  f̂ max (t) follows  Φ (t),  and  from  Φ (t) –  the

sampling instants t n=Φ−1
(n ϒ ). This answers to the first question of how to choose the

sampling instants depending on the time-varying spectral content of the signal.

4. By considering the extended sampling theorem, the sufficient condition (4.3) for perfect

reconstruction  of  the  signals  from irregular  samples  is  obtained,  which  allows  the

distances between consecutive samples to exceed the Nyquist step. This answers to the

second question  of how the developed theory  can be used for recovery of the signals

sampled in signal-dependent way.

5. In accordance with the sufficient condition (4.3), several signal reconstruction methods

from irregular LC samples are proposed, one of which exploits the knowledge of signal

locations between the consecutive LC samples.

6. The developed methods are verified by numerical simulations on various signals,  and

the evaluation of the obtained results and conclusions are given.

7. The printed circuit board that performs the signal-dependent sampling based on level-

crossing concept is developed.

From the given results it can be concluded, that the aim of the thesis is achieved.
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