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Overall Description of the Thesis 

Human genome decoding started a rapid search for information there in 2003. While 

biologists and medics most commonly use statistics methods, the use of data mining techniques 

can advance pattern discovery in large-scale bioinformatics data just as well or even better. Even 

in 2005 bioinformatics and data mining overlapped in researches of very few scientists but, 

nowadays, the number of biologists and data mining expert synergies keeps growing expanding 

to new researches. 

Problem Statement 

Knowledge discovery in bioinformatics data has the potential to identify significant 

information that points to human body features that can point to a disease. The complex 

bioinformatics data with their high dimensionality have been increasingly gathered and collected 

for the last decades; they are available on electronic data storage devices and therefore also require 

electronic processing. The large amount of data is not easy to oversee and analyse for a human, 

therefore making it impossible to find any relationships there without additional automated 

analysis methods. Bioinformatics experts most commonly use statistics methods that mostly 

enable testing relationships in the data that have been already discovered and are needy towards 

data characteristics (distribution, dispersion, number of samples). But it is hard to make 

assumptions and set forward hypotheses while there are so many unknown factors in the relatively 

new fields of genomics and proteomics. 

A wide range of data mining techniques and their application possibilities have proven to 

be effective in various scopes. Therefore the use of data mining in bioinformatics over the past 

decade has opened new horizons for research. It provides possibilities of searching for 

relationships with a formalized class assumption. It can be used to determine values of various 

attributes and their combinations that affect the class of a data set. If the classes are 

‘sick’/’healthy’ individuals, then application of such data mining methods can provide different 

uniform relationships (rules) that are comprehensible for humans and uncover various data 

characteristics. The fuzzy techniques that are most similar to human comprehension provide more 

possibilities to simulate an opinion of a real person by considering that one value can belong to 

several groups. 

Extensive research on data mining application in bioinformatics started in 2000. Most 

studies since then have focused on the use of separate data mining techniques in data processing 

for bioinformatics but there has not been a broader study about the use of fuzzy classification 

systems, including data pre-processing, classification and rule evaluation. Development of such 

methodology provides a wide range of possibilities using its positive traits: it is suitable for highly 
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dimensional data of bioinformatics; the fuzzy logic enables assigning membership to several 

values, resulting in rules that are similar to those generated in the process of human thinking. 

Therefore there is a need for a fuzzy classification methodology that will perform 

preprocessing and classification of bioinformatics data using data mining methods and algorithms 

in order to reveal patterns that are hidden in the data and describe different patient groups or 

classes. 

Goal and Tasks 

The goal of this research to develop of a fuzzy classification methodology that is intended 

for processing and analysis of bioinformatics data. To reach the goal of this study, the following 

tasks have to be carried out: 

1. Define requirements towards classification algorithms that are suitable for processing 

of bioinformatics data by analyzing the available data. 

2. Explore data preprocessing methods in order to determine the methods that are 

applicable and are effective in preprocessing bioinformatics data. 

3. Carry out empirical research to determine the algorithms and methods to be used in 

the development of the fuzzy classification system. 

4. Develop a membership function construction method that applies cluster analysis. 

5. Develop a rule fuzzification method that would widen antecedent parts of rules. 

6. Develop a fuzzy classification methodology by applying the results of theoretical and 

empirical research. 

7. Implement the developed methodology as a fuzzy classification system. 

8. Evaluate the developed fuzzy classification methodology and the system using real 

data and provide conclusions about the efficacy of the methodology and the system. 

Object and Subject 

The object of this study is machine learning and data mining algorithms. The subject of 

the research is bioinformatics data, whose characteristics motivated the development of the fuzzy 

classification methodology using suitable machine learning and data mining algorithms. 

Hypotheses  

In the process of the research, the following hypotheses, which are related to the fuzzy 

classification methodology in development, have been defined and promoted for defence: 

1. Construction of membership functions by using cluster analysis uses the information 

and knowledge about data, which improves the following classification.  
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2. Use of rule stretching and fuzzification enables covering new records, whose values 

are close to those used in training but do not match perfectly. 

The first hypothesis is based on the idea that cluster analysis searches for relationships in 

data and the data are grouped according to these relationships. The construction of membership 

functions is carried out using this obtained information (cluster centres). Therefore the 

membership functions are not constructed just mathematically by assigning all data 

proportionally into a number of intervals. The data are divided according to the knowledge 

obtained in cluster analysis. This hypothesis will be tested by comparing classification results 

obtained on data classified using cluster analysis based membership construction methods with 

the classification results obtained using mathematically calculated membership functions. If the 

clustering based membership function construction methods improve the classification results 

then this hypothesis will be considered to be proven as true. 

The second hypothesis is based on the effect of fuzzification and rule stretching. Rule 

fuzzification process includes not only finding the value interval where the rule applies, but also 

an interval where the rule applies partially. This way the value range where a rule applies is 

widened. If the rule fuzzification increases the value range covered by the conditional part of a 

rule and this allows classifying a test record that is similar to the existing data but does not match 

the covered values, then this hypothesis will be considered to be proven as true. 

Methods 

The underlying research of this Thesis employs fuzzy set theory, mathematical and data 

mining methods – data preprocessing methods, classification and cluster analysis methods. 

Scientific State of the Art and Novelty 

Usually bioinformatics data are analysed using statistics methods, whereas latest trends 

show an never growing increase in the use of data mining and machine learning technologies and 

algorithms. Application of such algorithms may increase the rate of discovering new relationships 

in bioinformatics data and they have substantial data pre-processing capacity. 

The use of fuzzy algorithms in bioinformatics data widens the prospects by considering 

the possibilities of one record belonging to several attribute values with a respective membership 

level because quantitative data in medicine are not certain and different patients (even with the 

same diagnosis) can have significantly disparate levels of the measured factors. This feature of 

the fuzzy algorithms corresponds to real world judgements and the comprehension and 

perceptions of a human because it is impossible to separate, for example, where one linguistic 

concept ends and another starts. How can we separate young people from the old? 

The scientific novelty of this thesis is based on the following concepts: 
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 The fuzzy classification methodology shaped in this research, which helps data 

preprocessing, classification, rule base creation and classification of new (previously 

unseen) records, as well as evaluation of results. 

 The developed membership function construction method that is based on cluster analysis 

algorithms. 

 The adjusted rule stretching and fuzzification method. 

Practical Value 

The main factor that adds the practical value to this research is the developed fuzzy 

classification methodology, which is capable to work with, classify and analyze highly 

dimensional data (large number of attributes and small number of records) like bioinformatics 

data. The fuzzy classification system, created on the grounds of this methodology with the 

experimentally found best algorithms and methods that were chosen for each step, shows 

comparable classification results while creating easily comprehensible IF… THEN classification 

rules. 

The theoretical material analysed in the process and the experiments carried out have the 

potential to be used as a basis for educational publications about bioinformatics and data mining 

techniques. 

Approbation 

The research work for this thesis and its results have been presented at 13 international 

conferences: 

1. RTU 55th International Scientific Conference, Riga, Latvia, October 17, 2014 (with 

L. Aleksejeva). 

2. RTU 54th International Scientific Conference, Riga, Latvia, October 15, 2013 (with 

L. Aleksejeva). 

3. 6–th Conference Applied Information and Communication Technology, Jelgava, 

Latvia, April 25–26, 2013 (with L. Aleksejeva and V. Nazaruks). 

4. RTU 53th International Scientific Conference, Riga, Latvia, 10–12 October, 2012 (with 

L. Aleksejeva and V.Gersons). 

5. Workshop on Data Mining in Life Sciences DMLS'2012, Berlin Germany, July 20–22, 

2012 (with G. Krievina and L. Aleksejeva). 

6. 5–th Conference Applied Information and Communication Technology, Jelgava, 

Latvia, April 26–27, 2012 (with L. Aleksejeva). 

7. EMCSR 2012 (European Meetings on Cybernetics and Systems Research) Vienna, 

Austria, April l0– 13, 2012 (with L. Aleksejeva).  

8. RTU 52th International Scientific Conference, Riga, Latvia, October 13, 2011 (with 

L. Aleksejeva and I. Tuleiko).  
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9. 8th International Scientific and Practical Conference „Environment. Technology. 

Resources”, Rēzekne, Latvia, 20–22 June, 2011 (with L. Aleksejeva). 

10. Mendel 17th International Conference on Soft Computing Brno, Czech Republic, 15–

17 June, 2011 (with L. Aleksejeva and I. Tuleiko). 

11. RTU 51th International Scientific Conference, Riga, Latvia, October 15, 2010 (with 

L. Aleksejeva and N.Novoselova). 

12. Mendel 16th International Conference on Soft Computing Brno, Czech Republic, June 

23–25, 2010 (with L. Aleksejeva). 

13. RTU 50th International Scientific Conference, Riga, Latvia, October 16, 2009 (with 

L. Aleksejeva). 

Publications 

The results of research for this thesis have been presented in 15 scientific articles: 

1. Gasparovica–Asite M., Aleksejeva L. Fuzzy Classification Systems for Bioinformatics 

Data Analysis // Scientific Journal of Riga Technical University. Computer science. 

Information Technology and Management Science. – 2014. – Vol.17. – P.92–97. Cited 

by EBSCO, CSA/ProQuest, CNPIEC, Ulrich’s Periodical Directory / ulrichsweb, 

WorldCat (OCLC), VINITI. 

2. Gasparovica M., Aleksejeva L., Nazaruks V. Using Fuzzy Clustering with 

Bioinformatics Data // Proceedings of the 6th International Conference on Applied 

Information and Communication Technologies (AICT2013), Latvia, Jelgava, 25–26 

April 2013. – Jelgava: Latvia University of Agriculture, Faculty of Information 

Technologies, 2013. – P. 62–70. 

3. Gasparovica M., Aleksejeva L., Gersons V. The Use of BEXA Family Algorithms in 

Bioinformatics Data Classification // Scientific Journal of Riga Technical University. 

Computer science. Information Technology and Management Science. – 2012. – 

Vol.15. – P.120–126. Cited by EBSCO, CSA/ProQuest, Versita, VINITI. 

4. Gasparovica M., Aleksejeva L., Gersons V. Use of BEXA Family Algorithms in 

Bioinformatics Data Classification // Riga Technical University  

53rd International Scientific Conference: Dedicated to the 150th Anniversary and the 

1st Congress of World Engineers and Riga Polytechnical Institute / RTU Alumni: 

Digest, Latvija, Riga, 10–12 October, 2012. – Riga: RTU,  

2012. – P. 89. 

5. Gasparovica M., Krievina G., Aleksejeva L. Biological Interpretation of Metabolic 

Syndrome Data Missing Value Imputation and Classification // Proceedings of 

Workshop on Data Mining in Life Sciences DMLS'2012, Germany, Berlin, July 20, 

2012. – Fockendorf: Ibai-Publishing, 2012. – P. 167–176. 

6. Gasparovica M., Aleksejeva L. Feature Selection for Bioinformatics Data Sets – Is It 

Recommended? // Proceedings of the 5th International Conference on Applied 

Information and Communication Technologies (AICT2012), Latvia, Jelgava, 26–27 

April 2012. – Jelgava: Latvia University of Agriculture, Faculty of Information 

Technologies, 2012. – P. 325–335. 
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7. Gasparovica M., Aleksejeva L. Rule Weight Use in Bioinformatics Data Classification 

// European Meetings on Cybernetics and Systems Research: Book of Abstracts, 

Austria, Vienna, 11-13 April, 2012. – Vienna: Bertalanffy Center for the Study of 

Systems Science. – P. 229-231. 

8. Gasparovica M., Tuleiko I., Aleksejeva L. Influence of Membership Functions on 

Classification of Multi-Dimensional Data // Scientific Journal of Riga Technical 

University. Series 5. Computer science. Information Technology and Management 

Science. – 2011. – Vol. 49. – P. 78–84. Cited by EBSCO, CSA/ProQuest, Versita, 

VINITI. 

9. Gasparovica M., Aleksejeva L. Brain Cancer Antibody Display Classification // 

Environment. Technology. Resources: Proceedings of the 8th International Scientific 

and Practical Conference. Latvia, Rezekne, 20–22 June, 2011. Vol. II. – Rezekne: 

Rezekne Higher Education Institution, 2011. – P. 9–15. Cited by SCOPUS. 

10. Gasparovica M., Aleksejeva L., Tuleiko I. Finding Membership Functions for 

Bioinformatics Data // Proceedings of 17th International Conference on Soft Computing 

– MENDEL 2011, Czech Republic, Brno, 15–17 June, 2011. – Brno: Brno University 

of Technology, 2011. – P. 133–140. Cited by Thomson Reuters Web of Science and 

SCOPUS. 

11. Gasparovica M., Aleksejeva L. Using Fuzzy Unordered Rule Induction Algorithm for 

Cancer Data Classification // Proceedings of 17th International Conference on Soft 

Computing – MENDEL 2011, Czech Republic, Brno, 15–17 June, 2011. – Brno: Brno 

University of Technology, 2011. – P. 141–147. Cited by Thomson Reuters Web of 

Science and SCOPUS. 

12. Gasparovica M., Aleksejeva L. Using Fuzzy Algorithms for Modular Rules Induction // 

Scientific Journal of Riga Technical University. Series 5. Computer science. 

Information Technology and Management Science. – 2010. – Vol. 44. – P. 94–98. Cited 

by EBSCO, CSA/ProQuest, VINITI. 

13. Gasparovica M., Novoselova N., Aleksejeva L. Using Fuzzy Logic to Solve 

Bioinformatics Tasks // Scientific Journal of Riga Technical University. Series 5. 

Computer science. Information Technology and Management Science. – 2010. – 

Vol. 44. – P. 99–105. Cited by EBSCO, CSA/ProQuest, VINITI. 

14. Gasparovica M., Aleksejeva L. A Comparative Analysis of Prism and MDTF 

Algorithms // Proceedings of 16th International Conference on Soft Computing – 

MENDEL 2010, Czech Republic, Brno, 23–25 June 2010. – Brno: Brno University of 

Technology, 2010. – P. 191–197. Cited by Thomson Reuters Web of Science and 

SCOPUS. 

15. Gasparoviča M., Aleksejeva L. A Study on the Behaviour of the Algorithm for Finding 

Relevant Attributes and Membership Functions // Scientific Journal of Riga Technical 

University. Series 5. Computer Science. Information Technology and Management 

Science.– 2009. – Vol. 40. – P.75–80. Cited by EBSCO, CSA/ProQuest, VINITI. 
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Main Results 

The main results achieved in Thesis research process are as follows: 

 Requirements were defined towards classification algorithms that are suited for 

bioinformatics data analysis. 

 A research about data preprocessing methods was carried out in order to determine the methods 

that are applicable and effective in preprocessing bioinformatics data. 

 An empirical research was carried out to determine the algorithms and methods to be used in 

the development of the fuzzy classification system. 

 A clustering-based membership function construction method was developed. 

 The chosen classification method was modified to use the developed rule fuzzification method 

and rule stretching method. 

 A fuzzy classification method was developed based on the results of empirical 

experimental analysis and the developed methods. 

 The developed methodology was implemented into a novel fuzzy classification system. 

 The developed fuzzy classification system was evaluated using real biological data, which 

provided conclusions about the efficacy of the developed system and methodology 

Structure and Contents 

Section 1 gives a definition of the task to be solved in the Thesis research, as well as 

overall definitions of bioinformatics, data mining and fuzzy theory terms and tasks. 

Section 2 describes the algorithms used in the research and their previous use in 

bioinformatics. 

Section 3 discusses fuzzy classification methodology and experimental evaluation of the 

algorithms and methods to be included in each component of the system. 

Section 4 focuses on the modifications of the fuzzy classification methodology developed 

in the Thesis study, including cluster analysis based membership function construction, FURIA 

rule stretching and the developed rule fuzzification method. The architecture of the developed 

fuzzy classification methodology is also described in this section. 

Section 5 describes the components of the fuzzy classification system developed on the 

basis of the methodology, as well as the results of their practical application. 

The Thesis is concluded with the Result analysis and conclusions section, which 

summarizes the obtained results and conclusions about the development and practical application 

of the fuzzy classification methodology in bioinformatics data analysis. 
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1. Bioinformatics, Data Mining and the Use of Fuzzy Logic 

Synergy of several scientific fields in the solution of problems has become a successful 

practice in the recent years. So has the cooperation between biologists and information technology 

specialists and it has become a perspective field of research. In bioinformatics, scientists can 

obtain knowledge from biological data by means of computer analysis methods. It can be gathered 

from the information that is stored in genetic code, as well as results of experiments that are 

performed in various disciplines using statistical information about patients and scientific 

literature. Since the Golub et al. article in 1999 [94] the bioinformatics problems have also been 

explored using data mining techniques. The three main tasks in bioinformatics are the following: 

(1) research of gene and protein structure and function, (2) processing of large amount of data 

and knowledge and (3) acquisition of new knowledge. The system proposed in this Thesis 

conforms to the second task – processing of a large amount of data and knowledge. It is used for 

analysis of antibody functions, popular research data sets and metabolism data in order to 

determine classification relationships [81]. 

Considering the complex nature of bioinformatics data – the large number of attributes 

(up to several tens of thousands) and the comparatively small number of records (up to one 

hundred), there is a demand for methods that would enable finding relationships in this data that 

are interpretable for biologists. Data mining helps finding such relationships, analyzing them and 

visualizing in a way that is comprehensible for biologists. The use of fuzzy classification 

algorithms will provide biologists and medics a tool for convenient use of classification rules. 

1.1. Task Definition 

The problem being solved in this Thesis is a classical classification problem – 

classification of new records based on the rules previously obtained in training (using gene and 

protein data that contain gene and protein levels and a target class). It also involves supervised 

learning (the label of the target class is known during training). Classification is provided using 

fuzzy logic. The process of classification must be designed considering the specific properties of 

the data in question [85]: 

1. Large number of attributes (up to several tens of thousands) and comparatively small 

number of records (less than 100, often less than 50). 

2. High percentage of attributes (mostly genes in bioinformatics tasks) that hold no 

relevant information for the specific classification. 

3. Noisy initial data. 

4. Requirement for biological interpretability of classification results. 

5. Precondition for analysis of data from different sources. 
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The formal description of the task can also be standardized in the terms of data mining. 

Let there be a data set 𝑋 that holds 𝑚 objects of the type 𝑥𝑖 = 𝑥𝑖
𝐴1, … , 𝑥𝑖

𝐴𝑛, 𝑥𝑖
𝐶  where 𝑖 ∈ 𝑚, 

which represent the value vectors of the corresponding records and the value of the 

corresponding class attribute C. Classification using fuzzy classification algorithms requires 

transition from the obtained crisp data to fuzzy data, which can be carried out by constructing 

membership functions where each xi is translated to a fuzzified vector 𝑢𝑖 = (𝜇𝐴𝑖1(𝑥𝑖)) where 

𝜇𝐴𝑖1 ∈ [0,1]. The fuzzy classification algorithm assigns each vector a set of fuzzy membership 

values to the class set 𝜇𝐶𝑘(𝑥𝑖), which is viewed as a relationship of 𝑥𝑖 being a member of class 

𝐶𝑘. The results are formalized as rules: If 𝑥𝑖 has value 𝐴𝑖𝑗 , then class is 𝐶. 

1.2. Data Mining Definition and Application 

The beginnings of data bases are set in the 1960s that included basic data processing that 

has become ever more complex and nowadays data bases store a considerable amount of 

information [59]. Processing such amount of data has become impossible for humans; therefore 

technologies that can facilitate this have become very popular. Data mining is a relatively new 

field, whereas it has become topical with the evolution of computers and the electronic storage of 

information. Data mining provides technologies and methods that allow processing data and 

extract information and knowledge from data bases. 

The process of data mining can be divided into three parts [57]: the Preprocessing step 

that involves data processing and preparation for the use of data mining algorithms; the Model 

building and validation step that includes model building using various data mining algorithms 

and choosing the most suitable one for further use; the Model application step that consists of 

application of the acquired model in the analysis of new data to obtain a correct prognosis in the 

solution of the problem. 

Data preprocessing step is the data mining step that can draw up to 80% of the whole 

data mining process. This process is the foundation of any data mining project and its successful 

execution influences the results of the whole data mining project. If the data are not prepared 

properly, the information and knowledge extracted from them can be misleading or wrong [132]. 

This study examines missing data processing methods, attribute selection methods and methods 

of membership function construction. 

The classification of the missing data processing technologies according to the actions 

required to implement them [120] is as follows: 

 Ignoring the missing data or deleting attributes/records with missing values from the 

initial data set. 

  



14 

 Attribute, criteria evaluation – specific algorithms that can evaluate the significance of the 

missing data. 

 Imputing the missing values. 

Deleting the attributes/records with missing values from the initial data set is not 

suitable in this study because the number of records in bioinformatics data is comparatively 

small to delete any; attribute deletion is not advisable because information about the usefulness 

of each attribute cannot be evaluated. The use of evaluation algorithms is not prudent due to the 

fact that records cannot be deleted and selection of attributes is another part of the preprocessing 

step. Therefore the only acceptable missing data treatment approach is imputation of the 

missing data. 

Reduction of the data set dimensions that are insignificant or redundant can be divided into 

two sub-problems [27]: 

 Attribute selection – finding attributes that are significant and excluding the attributes 

that hold redundant or insignificant information from the initial data set. 

 Record selection – the same way that some attributes are more significant (useful), also 

some records (samples) have more influence. 

Considering the specific nature of the data – the comparatively small number of records 

and the disproportionally large number of attributes, record selection is not desirable and 

therefore only attribute selection is chosen for this substep. 

Membership function construction is data preprocessing method that is only 

characteristic of fuzzy data. A determination of the most suitable membership function 

construction method can considerably influence the prospective result because the membership 

function construction transforms data to a mapping where one value of a record simultaneously 

is a member of different classes: if there is a data set 𝑋, a fuzzy data set 𝐹 is defined from 𝑋 

with membership function 𝜇𝐹: 𝑋 → [0,1]. Summarizing information that is available in various 

sources, there are roughly two approaches that can be used for membership function 

construction [16, 74] that will both be studied experimentally in this study: 

 The approach that uses expert knowledge. 

 Data-based approach where membership functions are generated automatically. 

Model building and validation step uses classification that is one type of  data mining 

algorithms, which allow extracting knowledge from data that hold information about class that 

can be later used to classify new, previously unknown samples [59]. In the context of this study 

fuzzy logic is attributed to situations where the source of fuzziness is not some random variable 

or process but a natural classification of records that does not have a crisp definition of 
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restrictions. The use of fuzzy logic in classification, specifically in a classification algorithm, 

introduces a wide possibility to operate with values that are easily comprehensible for humans, 

providing a better understanding about the influence of a particular attribute value on the result 

of classification. 

2. Data Mining Methods and their Application in Bioinformatics 

There are many different methods for imputing missing data. To determine the most 

suitable method for this study t must be determined in experimental analysis because the most 

suitable method is subject to the data set that contains the missing values and the number of 

missing values in the data set. 

In the last decade the motivation to implement attribute selection methods in 

bioinformatics has moved from illustrative examples to a precondition in model building. 

Especially in the microarray analysis, where attribute selection methods have become a de facto 

standard. Nevertheless attribute selection methods can be used in supervised learning as well as 

unsupervised learning but they are more studied in the cases of supervised learning, i.e. 

classification where the value of class attribute in the training set is previously known. 

This study examines the classical data mining classification algorithms JRIP (a version of 

the Repeated Incremental Pruning to Produce Error Reduction algorithm), FURIA (Fuzzy 

Unordered Rule Induction Algorithm), SVM (Support Vector Machines), KNN (K–Nearest 

Neighbour), NB (Naive Bayes), CART (Classification and Regression Trees) and C4.5 and their 

application in bioinformatics. It was concluded that all of these algorithms have been used in 

various bioinformatics studies [3, 8, 17, 28, 60, 70, 86, 110, 114, 116, 122, 126]; and they can be 

used in the experiments carried out in this study to compare the results of the developed 

methodology and system. 

The study also provides an analysis of the k-means divisive algorithm [15, 33] and the x-

means clustering algorithm [102], as well as the main principles of their work. Their application 

in bioinformatics data processing is also examined. It was concluded that clustering algorithms 

can be used in membership function construction. 

The process of Thesis study also included examination of result evaluation methods, 

driving to a conclusion that it is necessary to use cross-validation for further experiments to avoid 

subjective data analysis and evaluate classification results using contingency tables. 

Whereas bioinformatics data define specific features – a large number of attributes 

(several thousands) and there is no information about significance of each attribute, the most 

perspective of the examined algorithms is shown by FuzzyBEXA [123] algorithm. Its main 

shortcoming is that classification results of this algorithm are highly dependent on the algorithm 
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settings. Nevertheless the use of adapted algorithm settings increases the classification accuracy 

considerably and it is possible to obtain accurate classification rules. FuzzyBEXA algorithm has 

several strengths – it is possible to use any membership function construction method, the 

algorithm works with numerical and categorical data, and there are no specific restrictions 

considering the size of the data set (both, for attributes and records). 

3. Experimental Selection of Fuzzy Classification Methodology Parts 

Due to the specific nature of the bioinformatics data, there were requirements defined for 

the methodology that are summarized in Table 3.1. A series of experiments was carried out using 

twenty five real bioinformatics data sets to evaluate the indications of the developed fuzzy 

classification system in solving real classification tasks. The data sets included antibody data 

provided by the Biomedical Research and Study Centre at University of Latvia (BMC), gene data 

openly available online compiled by different researchers as well as metabolism research data 

provided by the Faculty of Medicine of University of Latvia. 

Table 3.1. 

Substantiation of requirements and the corresponding step/method to be introduced into 

the methodology 

Requirement Substantiation 
Step/method to 

be included 

Data cleaning 
Missing initial data with errors, given their way of 

acquisition, i.e. medical research. 

Processing of 

missing data 

Processing of information 

from different sources 

The data can be obtained from several sources, 

doctors’ notes, results of analyses. 
Normalization 

Data analysis where the 

number of records is 

considerably smaller than 

the number of attributes 

The specific nature of the bioinformatics data – 

the number of records usually corresponds to the 

number of patients (can be <50) and attributes are 

genes that can be measured in several tens of 

thousands. 

Attribute 

selection 

Redundancy and noise 

reduction 

By reducing the number of insignificant attributes 

the classification time is considerably reduced 

without reducing the accuracy of classification 

Attribute 

selection 

Generating biologically 

interpretable classification 

rules 

The induced classification rules have to be 

presented in a form which allows easily 

comprehending and interpreting them by 

biologists and medics. 

Use of If-Then 

rules 

The theoretical description and analysis emphasizes that the classification methodology 

in development after the research described in the second and the third section and in [39] 

should include four main parts: 
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1. Data preprocessing: 

a. Missing value processing, 

b. Attribute set reduction, 

c. Membership function construction. 

2. Classifier training and building of a rule base. 

3. Classification of new records (classifier evaluation and testing). 

4. Result evaluation. 

For the experimental examination of missing data treatment the following approaches 

were chosen: Inserting the one most probable attribute value for a class [58], Inserting a global 

most probable attribute value [58], Inserting value of K nearest neighbours [10], Using K-means 

clustering algorithm to impute the missing values [120], Using fuzzy K-means clustering 

algorithm to impute the missing values [120] and Using Support Vector Machine regression to 

impute the missing values [6]. The experiments were carried out using data sets that included 

missing values, i.e. BrCa, GaCa, PrCa, GIS, Mel and Meta, implementing attribute selection 

with Fast Correlation Based Filter Solution method [130]. The obtained results show that in the 

case of in vivo research (both – clinical and preclinical) it is impossible to use missing data 

processing methods but in the case of in vitro research where the measurements are carried out 

in a strictly controlled laboratory environment the missing values can be imputed. In the cases 

where the initial data (including the missing values) can be successfully analysed without 

missing data value imputation, from the viewpoint of biologists it is better to leave the missing 

values as they are. If the missing data values have to be imputed, experimentally the best 

posterior classification results were obtained using K-means clustering, values of K-nearest 

neighbours or weighted values of K-nearest neighbours. 

Attribute selection was carried out using 74 applicable attribute search and evaluation 

method combinations available in Weka environment [118] and using three data sets – MLL 

(mixed leukaemia), Ch.ALL_2 (children acute lymphoblastic leukaemia) and GastricCancer3 

(gastric cancer data set). The study also includes an evaluation of each attribute selection 

method, comparing the classification accuracy on the resulting data set to the initial, to 

determine if the reduction of the attribute set has any influence on the classification accuracy 

using JRIP, FURIA, SVM, KNN, NB, CART, C4.5 and FuzzyBEXA algorithms. FuzzyBexa 

classification algorithm showed one of the three best classification results in almost all of the 

data sets, therefore it demonstrates that this algorithm leads to competitive classification results 

when compared to other classification algorithms frequently used in bioinformatics. When the 

classification results of all three (MLL, Ch.ALL_2 and GastricCancer3) full experiment sets 

with attribute selection and evaluation methods were summarized, taking into account 
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calculation time and the number of attributes in the reduced data set, they showed that the most 

suitable for further experimentation and use in the methodology are the following attribute 

selection and search method combinations: FilteredSubsetEval+LinearForward Selection, 

WrapperSubsetEval+IWSSembeddedNB (fast execution), CfsSubsetEval+Linear 

ForwardSelection, SymmetricalUncertAttributeSetEval+FCBF (faster execution than other 

method combinations), ConsistencySubsetEval+LinearForwardSelection un Consistency 

SubsetEval+RerankingSearch. 

Literature analysis did not provide enough information about the recommended 

sequence of applying preprocessing methods, therefore another experiment series was carried 

out to determine this. The best classification results were obtained by carrying out missing value 

imputation first, then selecting attributes and then performing classification. This sequence is also 

pertained in the developed classification methodology. 

Membership function construction methods that are based on expert evaluation are not 

advisable because there can be no field expert therefore this study uses only mathematical 

membership function construction methods. The primitive and easy-to-use triangular 

membership function construction method [19] does not use any additional information about the 

data set. It divides values of an attribute into proportional intervals. This leaves some space for a 

membership construction method that would also use some knowledge about data. 

Classification was carried out using FuzzyBexa classification algorithm but this method 

does not provide any rule post-processing; therefore this method was chosen for adaptation by 

including rule post-processing that would facilitate covering all samples that are featured in the 

initial data set. 

To ensure more objective classification result evaluation and taking into account the 

previously described specific nature of bioinformatics data that is the small number of records, 

the most suitable method for classifier accuracy evaluation would be cross-validation, more 

specifically – the ten-fold cross-validation. Therefore training and testing phases are inseparable 

and will be described together. The diagnostic tests are mostly evaluated using sensitivity and 

specificity to describe the obtained results [113], therefore, from the biological perspective, the 

classification accuracy has to be evaluated in the terms of sensitivity and specificity but from the 

perspective of data mining – using the overall accuracy of a classifier. 

4. Fuzzy Classification Methodology and the Developed Adaptations 

Summarizing the previously described in the earlier sections leads to the resulting fuzzy 

classification methodology. A detailed description of its steps is shown in Figure 4.1. The first 

part of the methodology is devoted to preprocessing: imputation of missing values, attribute 
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selection, membership function construction. The second part, the classification part, includes 

classifier building, classifier accuracy evaluation using ten-fold cross-validation. The obtained 

classification rules are stored in a rule base and are used in classification of new records. The 

results of the classification are evaluated using the overall classifier accuracy, sensitivity and 

specificity.  

 I  PREPROCESSING

CLASSIFICATION using FUZZY BEXA

 10-fold cross-validation

IV RESULT EVALUATION

 II TRAINING
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IF 4=A2
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Figure 4.1. Detailed depiction of the fuzzy classification methodology parts 

It was decided to develop a novel membership function construction method that 

would take into account some additional information about the data, i.e. that would use 

information about the cluster centroids and their minimum and maximum values obtained from 

the process of cluster analysis, see graphical representation in Figure 4.2. Based on the 

membership construction method that is used in fuzzy classification tasks [74] and its universal 

nature of being applicable with any clustering algorithm, it was decided to adapt the method to 

work in the classification task. 

The method was broadened by a possibility to construct trapeze type membership 

functions. The initial step of the developed method, cluster analysis, can be carried out using any 

clustering algorithm because the method only uses the information about the number of clusters 

(whether it is defined prior clustering or calculated during the process), cluster centroid values 
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and the minimum and maximum values of each cluster. Given the complex nature of the 

bioinformatics data and the large number of attributes and the small number of records, the 

membership functions are constructed using linear functions. 

Membership function constuction

1

Membership

Values of attribute A

Values of 
attribute AK1 min K2 maxK1 max K2 min

 

Figure 4.2. Using clustering information in membership function construction 

This method has parameter k that is overlap coefficient, which defines how much one 

linguistic value overlaps another. The clustering-based membership function construction 

method is implemented for each attribute of the initial data set as follows: 

 The data set is consequently clustered according to each attribute. The clustering 

algorithm has the following output: number of clusters 𝐾𝑠𝑘, minimum and maximum 

number of each cluster – 𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥, as well as the centroid of each attribute 

cluster 𝐾𝑐. 

 Linear membership functions are constructed in the form of a triangle (see Formula (4.1)) 

or trapeze (see Formula (4.2)). 

Value

Membership

1 C

A B  

{

𝐶 = 𝐾𝑐;
𝐴 = 𝐾𝑚𝑖𝑛 − (𝐾𝑚𝑖𝑛 ∗ 𝑘);

𝐵 = 𝐾𝑚𝑎𝑥 + (𝐾𝑚𝑎𝑥 ∗ 𝑘).
 

(4.1) 

Value

Membership

1
C

A BD E
 

{

𝐴 = 𝐾𝑚𝑖𝑛 − (𝐾𝑚𝑖𝑛 ∗ 𝑘1);

𝐵 = 𝐾𝑚𝑎𝑥 + (𝐾𝑚𝑎𝑥 ∗ 𝑘2);
𝐷 = 𝐾𝑚𝑖𝑛;
𝐸 = 𝐾𝑚𝑎𝑥.

 (4.2) 

 The values of the marginal intervals are found as follows: 
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Value

Membership

1

B DE A
 

{

𝐴 = 𝐾𝑚𝑖𝑛 − (𝐾𝑚𝑖𝑛 ∗ 𝑘1);
𝐵 = 𝐾𝑚𝑎𝑥 + (𝐾𝑚𝑎𝑥 ∗ 𝑘2);

𝐷 = 𝐾𝑚𝑖𝑛;
𝐸 = 𝐾𝑚𝑎𝑥.

 (4.3) 

 The membership of each value is determined by reading the calculated values; after the 

determination of the initial membership functions, the membership functions are 

normalized, obtaining membership functions that correspond to the following formula. 

∑ 𝜇𝑠(𝑥𝑖) = 1

𝑛

𝑖=1

. (4.4) 

Despite the possibility to use any clustering algorithm for membership function 

construction that can provide a number of clusters, the values of centroids as well as the 

minimum and maximum values can be easily determined by specific methods. The most 

popular and widely used [119] of those being the K-means clustering algorithm and its 

modification – the X-means clustering algorithm. 

FuzzyBexa classification algorithm is further modified by using the FURIA rule 

stretching strategy (it is defined as a turn on/turn off functionality) to cover all initial records in 

the data set that are not covered by the initial classification rules. The generalization of a rule or 

‘stretching’ of a rule is implemented by removing one or more of its conditions. Therefore the 

minimum rule generalization is achieved by removing conditions of a rule that do not fit the 

classified record. This strategy is turned on only in cases when a record is not covered by a suitable 

rule. 

Using the idea of rule fuzzification, a rule fuzzification strategy was developed. It is 

based on the membership function construction mechanism, i.e., it uses the values obtained in 

the membership function construction process and widens the rules according to a coverage 

coefficient k. If one compares a rule after fuzzification to a rule before fuzzification, then it is 

obvious that both – the rule condition and the rule value membership are significantly different 

(see Figure 4.3). The (a) part shows a rule before fuzzification and the (b) part shows the same 

rule after fuzzification. 
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Value

Membership

1

0
X1 X2

Value

Membership

1

0
X1 X2X1-k1 X2+k1

If value is member of [X1, X2], then class K
If value is member of  [(X1-k1), (X2+k1)], then class K

(a) (b)  

Figure 4.3. Membership functions for a crisp and a fuzzified rule 

FuzzyBexa classification algorithm was expanded with FURIA rule stretching strategy 

to cover all records of the initial data set. A rule fuzzification strategy was developed to widen 

the action intervals of the obtained classification rules, i.e. the fuzzified rules allow classifying 

records that have values similar to those in the training set but are not identical. 

5. Application of a Fuzzy Classification System 

The developed implementation of the classification algorithm FuzzyBexa+ with the 

additional functionality is a system that is a local Java application. It supports membership 

function construction, classification and evaluation. Other data preprocessing steps are carried 

out outside the system. The application has four tabs, which are described in Figure 5.1 

 
Figure 5.1. Functionality of the FuzzyBexa+ application tabs  

Algorithm 
settings tab

•If the class attribute is not named, it can be defined using the Class setting function.

•Functionality to set automatic result deletion.

•Setting of classification algorithm settings for training and testing data.

Cross-
validation 

tab

•Option of running one experiment or a series of experiments using different algorithm 
settings.

•Settings to define number of cross-validation folds.

•Option of enabling rule stretching.

Membership 
function tab

•Option to select the algorithm, which will be used in membership function construction: 
interval, K-means or X-means.

•Option of setting the number of intervals, enabling triangular or trapeze type membership 
function, number of clusters and the overlapping coefficient.

Log data 
tab

•Option of data logging with additionally enabling membership function data and cross-
validation data logging.
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The methods that are determined as most suitable and are to be included into the fuzzy 

classification system are summarized in Figure 5.2. It is recommended to use all methods in 

parallel testing to obtain unbiased results and avoid choosing one method that will negatively 

influence classification results. 

CLASSIFICATION

10-fold cross-validation

IV RESULT EVALUATION

 I  PREPROCESSING

 II TRAINING III TESTING

Rule base

Classification accuracy           Sensitivity          Specificity

MISSING VALUE IMPUTATION

FEATURE SELECTION

MEMBERSHIP FUNCTION CONSTRUCTION

Using clustering:

* K-means;

* X-means.

FuzzyBexa+ Classification 

algorithm

Rule stretching using FURIA-based 

rule stretching and the developed 

method of fuzzification

Mandatory if one of the following is chosen:

*CfsSubsetEval+LinearForwardSelection; 

*ConsistencySubsetEval+RerankingSearch; 

*SymmetricalUncertAttributeSetEval+FCBF;

* FilteredSubsetEval+LinearForwardSelection;

*WrapperSubsetEval+IWSSembeddedNB;

*ConsistencySubsetEval+LinearForwardSelection

Is not turned on by default; if it is necessary:

* K-means;

* K nearest neighbours;

* Weighted K nearest neighbours. 

If the

 obtained 

resuts are not

 satisfactory

New record

 

Figure 5.2. Schema of the fuzzy classification system  
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An experiment series was carried out using DLBCL, Prostate, Medulloblastoma and 

Glioblastoma data sets and all six of the recommended attribute selection methods. The 

summarized classification results (for Medulloblastoma data set) are given in Table 5.1., where I 

is FuzzyBexa+ with interval membership function method, X – FuzzyBexa+ with X-means 

membership function construction method and K – FuzzyBexa+ with K-means method. The three 

best results in each row are shaded with grey. The results show that the use of six different 

attribute selection method combinations paid off because classification results differ a lot, i.e., 

overall classification accuracy for one data set with different method combinations varies in the 

range from 65% for the poorest combination to 87% for the most suitable combination. In 

Medulloblastoma and DLBCL data sets FuzzyBexa classification results are comparable to those 

of other popular data mining methods. In Prostate and Glioblastoma data sets it holds up only 

when the correct most suitable attribute selection method is found. It can be explained by the 

initial dimensionality of the data sets – Medulloblastoma and DLBCL data sets have less than 

8 000 attributes while Prostate and Glioblastoma data sets have more than 10 000 attributes. This 

means that when the size of attribute set increases, the choice of attribute selection method 

becomes ever more important because it is used to select a small fraction of the existing attributes. 

Table 5.1. 

Overall classification accuracy, % 

Data set 
Attribute selection search and 

evaluation methods 

Top 10 data mining algorithms FuzzyBexa+ 

C
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K
N

N
 

S
V

M
 

N
B

 

I X
 

K
 

Medullo-

blastoma 

CfsSubsetEval+ 

LinearForwardSelection 
65 83 57 78 91 91 91 83 87 83 

ConsistencySubsetEval+ 

RerankingSearch 
74 87 87 83 74 57 74 52 65 78 

SymmetricalUncertAttributeSetEval+ 

FCBFSearch 
78 83 74 83 91 96 91 74 83 78 

FilteredSubsetEval+ 

LinearForwardSelection 
78 87 78 91 91 91 87 83 87 91 

WrapperSubsetEval+ 

IWSSembeddedNB 
91 87 87 96 91 65 96 74 87 83 

ConsistencySubsetEval+ 

LinearForwardSelection 
87 91 83 96 91 65 96 70 78 78 

... 

A closer look at FuzzyBexa+ classification algorithm results with all membership 

function construction methods (see I for Interval, X for X-means and K for K-means in Figure 

5.3) with the most suitable of the six attribute selection method combinations and default 

settings reveals that clustering-based membership function construction methods show better 

or equal classification results to those of the mathematical interval method in almost all data 

sets. Overall in 86% of the cases the clustering-based membership function construction 
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methods show better or equal results. 

If the same approaches are evaluated by means of sensitivity and specificity, experiments 

with each data set show different results. The best classification result for the Medulloblastoma 

data set was obtained using C4.5, FURIA, KNN, SVM, NB and FuzzyBexa K-means algorithms, 

for Prostate data set – by JRIP, KNN, SVM, NB and FuzzyBexa X-means. Whereas for the 

DLBCL data set – by KNN, NB and FuzzyBexa+ X-means. 

 

Figure 5.3. Classifier accuracy with all membership function construction methods 

The previous experimental analysis about FuzzyBexa parameters shows that choosing 

five intervals and any 𝛼𝐼 value from 0.1 to 0.8 will not change classification results therefore 

these algorithm settings can be considered universal. Experiment results obtained in the data 

sets with less than 8 000 attributes show that it is recommended to use X-means algorithm with 

𝛼𝑇  value 0.7 or 0.8 but in the case of K-means algorithm – 0.3 or 0.4. Whereas data sets with 

more than 10 000 attributes require 𝛼𝑇  values 0.3 or 0.8 for both membership function 

construction methods. 

Another series of experiments was carried out using different membership function 

construction parameters, various overlap coefficient values, trapeze-shaped membership function 

construction methods, as well as using rule stretching. The obtained classification results with all 

four data sets are shown in Figure 5.4. 
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Figure 5.4. Impact of membership function parameters on classification accuracy 

The diagram shows that the best FuzzyBexa+ parameters for membership 

functionconstruction are rule stretching, as well as one of the following (all must be tested to 

choose the best): overlap coefficient 0.3, trapeze-shapes membership functions, and trapeze-

shaped membership functions with overlap coefficient 0.4. 

Results and Conclusions 

In aim of this Thesis is to develop a fuzzy classification methodology for bioinformatics 

data analysis. This study also includes the development of clustering-based membership function 

construction method and rule fuzzification method. The following results were obtained in this 

study: 

 Bioinformatics data were studied and requirements towards a classification algorithm 

that would process these data were defined. 

 Data preprocessing methods were examined resulting in a set of methods that are the 

most suitable for processing of bioinformatics data. 

 A detailed experimental analysis was carried out using twenty six data sets in order to 

determine the algorithms and methods to use in the development of the fuzzy 

classification system that is based on the developed methodology. 

 A membership function construction method based on clustering was developed. 

 A rule fuzzification method that broadens rule conditions was developed. 

 A fuzzy classification methodology for processing of bioinformatics data was 

developed. 

 A fuzzy classification system for processing and analysis of bioinformatics data was 

developed. 

 The developed methodology and system has been tested on real bioinformatics data. 

50

60

70

80

90

100

Overlap.

0.2

Overlap.

0.3

Overlap.

0.4

Overlap.

0.5

Overlap. Trapz. 0.2 Trapz. 0.3 Trapz. 0.4 Trapz. 0.5Using rule

strecching

O
v
er

al
l 

ac
cu

ra
cy

, 
%

Medulloblast FilteredSubsetEval+ LinearForwardSelection

Prostate CfsSubsetEval+LinearForwardSelection

Glioblast SymmetricalUncertAttributeSet Eval+ FCBFSearch

DLBCL  WrapperSubsetEval+IWSSembeddedNB



27 

The process of the research included literature analysis in order to determine 

requirements that should be taken into account while developing a methodology that is intended 

for use with inaccurate data and is based on fuzzy set theory. It also included examination of 

various preprocessing methods and their potential use in processing and analysis of 

bioinformatics data. The prospective methods were studied in detail in extensive experimental 

analysis using twenty six data sets, which allowed determining the most suitable methods for 

each step of preprocessing and their sequential order of execution. A membership function 

construction method that is based on clustering was developed using X-means and K-means 

clustering algorithms as the fundament for the clustering stage. The selected classification 

algorithm FuzzyBexa was modified by extending it using FURIA-based rule stretching method. 

Also a rule fuzzification method was developed, which allowed using the information gathered 

in the process of membership function construction. All of the selected and the developed 

methods were laid out in a single fuzzy classification methodology. This methodology was used 

as a basis to develop a fuzzy classification system. The developed methodology and the system 

that is based on it can also be used in classification of other data that are similar to 

bioinformatics data – small number of records (approx. 100) and comparatively large number 

of attributes (up to several tens of thousands). 

The system was experimentally validated using four new bioinformatics data sets that 

were not used previously. Both of the hypotheses set at the beginning of the study were tested 

and the results are as follows: 

 The first hypothesis was proven to be true using experimental analysis where the 

classification results using clustering-based membership function construction methods 

were compared to those which used mathematically calculated membership function 

construction methods; in 25 of 29 cases the results of clustering-based methods were 

superior. 

 The second hypothesis was proven to be true using experimental analysis where a record 

similar to those used in training was synthetically generated to be outside of the borders 

of the training intervals; it was classified using the fuzzified rules that were induced 

using the training set; if the rules had not been fuzzified, this record would not be 

covered by rules and could not be classified. 

The conclusions about the developed fuzzy classification methodology and the system 

that was developed based on this methodology that were obtained in experimental  

validation are: 

 When the classification accuracy of the initial data sets was compared to that of data 

sets with missing values imputed, the best results were shown in the case of the 
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processed data sets; therefore the use of missing data processing methods increases the 

accuracy of classification but the use of such methods has to be considered also from 

the viewpoint of biology; in the case of in vivo research (both clinical and preclinical) 

it is not recommended to use missing data processing methods, but in the case of in vitro 

research that is carried out in strictly controlled environment of laboratory, most often 

using a culture of Standard cells, microorganisms or viruses, the missing data processing 

methods are allowed. 

 Classification results using attribute selection methods, when compared to the results of 

full set classification, do not deteriorate and often are improved; therefore this 

preprocessing step is recommended for use with the complex bioinformatics data. 

 The best classification results were obtained by first applying missing value imputation, 

then attribute selection and finally classification, therefore this sequence is also 

recommended for experimental analysis. 

 If the initial data set has more than 10 000 attributes, the selection of attribute selection 

method is highly important to achieve the best classification. Therefore it is 

recommended to test all six attribute selection methods to select the best. 

 If the most suitable attribute selection method is determined, FuzzyBexa shows 

classification results that are comparable to those of other popular data mining methods 

and is among top three results in the case of all four data sets; therefore FuzzyBexa 

fuzzy classification algorithm can be used without having a negative impact on the 

accuracy. 

 Thclustering-based membership function construction methods show classification 

result improvement in most cases, i.e., in 86% of the cases (25 data sets out of 29) the 

classification results where the clustering-based membership function construction 

methods were used, proved to be better or equal to those obtained using the interval 

method. 

 If one of the clustering-based membership function construction methods has to be 

chosen, it is recommended to use X-means method because it has no requirements for a 

prior knowledge about the number of clusters and the results are similar or better than 

those of K-means. 

 The optimal parameters of FuzzyBexa+ for membership function construction – rule 

stretching, the testing of all combinations to determine the most suitable of the 

following: overlap coefficient 0.3, trapeze shaped membership functions, trapeze 

shaped membership functions with overlap coefficient 0.4.  
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 The optimal settings of FuzzyBexa+: 5 intervals, any 𝛼𝐼 in the range from 0.1 to 0.8 

(has no impact on the results); data sets that hold less than 8 000 attributes are better 

analyzed using X-means algorithm with 𝛼𝑇 value 0.7 and 0.8 and in the case of K-means 

- 𝛼𝑇 being 0.3 and 0.4; for the data sets with more than 10 000 attributes it is 

recommended to use 𝛼𝑇 values 0.3 and 0.8 for both membrship function construction 

methods. 

The future directions of perspective development of this study could include the use of 

different clustering algorithms in the clustering-based membership function construction 

process, as well as further improvement and expansion of the clustering-based method. 
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