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Semi-automatic Face Image Finding Method, Which
Uses the 3D Model of the Head for Recognising an
Unknown Face
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Abstract — In this paper, a semi-automatic facial recognition
algorithm is proposed in case of an insufficient training set
(profile, front, half-turn). The recognition algorithm uses a
polygonal 3D model that is created from the base images. The
control points, in the proposed method, are transferred from the
base images onto the 3D model, and they are also placed on the
new image from the examination set. Then, the 3D model is used
to determine the rotation angle of the head on the image, and the
distances between the control points are calculated on both the
new image and the model images to determine which class the
new image belongs to.

Keywords — 3D model, face recognition, insufficient training
set, polygonal model.

|. INTRODUCTION

Facial recognition is one of the actual directions in the
theory of pattern recognition. It has many tasks in a wide
variety of fields, for example, in forensics, it is often necessary
to identify a person, based on several a priori images (full
face, profile etc.). A major problem that arises in pattern
recognition is an insufficient volume of the training sample.
This may be related to a lack of images in the training sample
that correspond to various rotation angles of the head.

To solve the problem of insufficient information, it was
proposed to use a transformation to the canonical position of
the face [1], [2]. However, the effectiveness of such an
approach depends on the position of the anthropometric points
on the face and it is often associated with errors that occur if
part of the face is darkened. In addition, problems arise with
the perspective projections in case of two-dimensional images.
That is why the information is needed about individual images
at different angles of rotation of the head [3] or further
expanding the training sample. Another approach is based on
creating the three-dimensional model of the head, which could
be used to acquire the information about the shape of the face
and using this information in facial recognition [4], [5], [6]. In
this case, the model can be rotated, thus expanding the
insufficient training sample. This allows getting additional
information about the different rotations of the head, since 3D
models which contain shape [7] as well as texture are inferred
from 2D images [8], [9]. However, it should be noted that it
can only operate on specialised computing clusters since the
algorithm is very computationally expensive [10], [11], [12].

In our previous research, we proposed an approach [13] for
creating a polygonal 3D model of the head, constructed by
using three base images (profile, front, half-turn), since this

training set was insufficient, there was a method proposed for
expanding it. Another method that was proposed to expand the
training set [14], [15] included 4 new images of faces for each
class. This approach also had its disadvantages: it could not
precisely recognise the face at angles that were greater than 45
degrees. Therefore, in this paper, we propose a method for
using the mentioned polygonal 3D model in the face
recognition algorithm.

Il. THE PROPOSED METHOD
A block diagram of the face recognition algorithm is shown

in Fig. 1.
/ Place control points /
on base images
v
Create the 3D model of the head
v

Automatically transfer control points
from the base images on to the 3D model
of the head.

v

Place control points on the new image of
the face from the examination set.

2

Position each 3D model of the head on
the image from the examination set

Rotate the model to most resemble the
rotation angle « of the head on the
image.

Calculate the distances between the
control points on all the head model
images and the control points on the new

face image
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!
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Fig. 1. Block diagram of the proposed algorithm.
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The proposed method combines several image-processing
algorithms. The method includes one existing 3D model
creation algorithm [13], [15] and the proposed algorithms that
are based on distance calculation between control points, and
searching for minimum square sums in order to recognise new
face images.

A. Creation Algorithm of 3D Model of a Head

The method includes one existing algorithm for creating a
3D model of a head, which is described in [13], and is
modified in [15]. This algorithm is used to create different
face models from a base training set (profile, half turn and full
face images). Compared to previous methods, the proposed
method uses only wireframe models without face texture.

B. Automatic Transfer of Control Points from Base Images onto
the 3D Model

During the next step some of the control points (see Fig. 3.
(@), (b)) were automatically transferred from base images
(profile, full face) onto the 3D model of the head as different
coloured points for each distance number (see Fig. 3, (), (d)).

Searching for different colours is used to automatically
detect point coordinates. If discovered colour is equal to the
searched colour, then the pixel is marked and its coordinates
(x, y) are saved.

C. Placing the Control Points on the New Image of the Face from
the Examination Set

In the next step, control points are placed on the new image
from the examination set, in a similar way as with the points
on the 3D model (See Fig. 2).

Fig. 2. Part of the image from examination set with placed control points.

Fig. 3. a), b) Some of the control points on the base images (profile, full face); c), d) Control points that were automatically transferred onto the model of the

head.
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D. 3D Models of the Head Positioned on the Image from the
Examination Set

In the next step, each 3D model of the head is automatically
positioned on the image of the face (if needed the model is
scaled) and the model is rotated to most resemble the rotation
angle of the head on the image (or its closest angle).

Fig. 4. 3D model positioned on the image from the examination set.

E. Calculating the Distances between the Saved Control Point
Coordinates Using Euclidean Distances

In the next step of the algorithm, in order to compare
distances between the control points of the model and control
points on the new image from examination set, it is necessary
to calculate the Euclidean distances. At first, distances
between the control points on image of the model were
calculated (see Expression 1). The distances d. on the new
image of the face were calculated in a similar way.

2

2

dm, (J):%\/(xml(j)—Xp(j)) #(ypaa(D-yplin” @)

where j € [1:m] — model number, m — number of models;

k € [1:N] — distance number, N — number of distances;

p € [1:Q] — control point index,

Q — number of control points;

dm (k) — distance (k) between the control points of the model
(), pixels;

Xp(d), Xp+1(), Yp(), Yp+1(j) — coordinates of the control point
(p) of the model (j), pixels;

h — height of the image of the model, pixels.

F. Checking the Angle of Rotation of the 3D Model

In the next step, depending on the angle of rotation of the
model, distance numbers were chosen in order to calculate the
sum of squares of distances.

Thus, if the angle of rotation of the model was a >=75 or
o <= —T75, all distances were used in the calculations otherwise

only specific selected distance humbers were used as seen in
Table I.

The sums of squares of distances were calculated as
follows:

4.() =X @k (D-dg) v

TABLE |

THE DEPENDENCY BETWEEN ANGLE OF ROTATION OF THE MODEL AND THE
DiISTANCE NUMBERS

Interval Distance numbers used | Distance numbers not
in calculations used in calculations
(75, 90], [-90, =75) 1,2,3,4,56,7,8
(60, 75], [-75, 60) 1,4,7,8 2,3,5,6
(45, 60] 1,5,7,8 2,3,4,6
(15, 45] 1,2,35 4,6,7,8
[-15, 15] 1,2,3 4,5,6,7,8
[-45, —15) 1,2,3,6 4,5,7,8
[-60, —45) 1,6,7,8 2,3,4,5
TABLE Il

DISTANCE NUMBERING DEPENDING ON THE CONTROL POINT NUMBERS
Distance No. 1 2 3 4 5 6 7 8
Point No. 10 |43 |54 |73 |53 |32 |76 |98

In the final step, the smallest sum of squares of distances
was calculated, which would indicate the class of the image
under analysis (see Fig. 5).

10|
26.43 This is a minimal result,
therefore the face belongs
33.76 to the 1 class
25.03

Fig. 5. Example of how the algorithm chooses the class of the face.

I1l. EXPERIMENTS

The images from seven classes (7 people) were used in the
experiments, with 3 images (see Fig. 5 a) profile, b) half turn,
c) profile) in each class that were used to create 3D models
(aee Fig. 5 d) profile, e) half turn, f) profile). The algorithm
was tested on 91 images from the examination set (see Fig. 6).
To test the algorithm for each class, the rotation angle of the
head varied in the range from —90 to 90 degrees with an
interval of 15 degrees.

Control points were places on each new image of the face
from the examination set and the distances were calculated,
the sum of squares and minimum values were also calculated.
The algorithm was tested using the extended training set (the
model was used), and the base training set (without the
model). As can be seen from the results, when the extended
training set was used there were no mistakes. In Table Ill, all
the calculated minimum values belonged to the correct classes;
however, when only the base training set was used there were
6 mistakes.
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Fig. 6. a), b), ¢) Training set (base images) of seven classes; d), e), f) Images that match the base images from the training set that were created based on the 3D
models.
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Fig. 7. Examination set that includes 7 classes with 13 images in each class (in total — 91 images).
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TABLE Il
RECOGNITION RESULTS FOR SELECTED DISTANCE NUMBERS
-90 =75 —60 —45 -30 -15 0 15 30 45 60 75 90
1 9.6 6.69 7.98 1.52 2.92 1.22 0.2 0.41 &3l 0.63 3.64 19.19 8.27
41.93 35.9 33.17 7.94 11.57 6.75 7.61 8.93 14.52 7.99 27.65 38.91 32.62
34.81 34.39 20.2 8.75 12.18 7.25 4.29 5.47 14.82 10.53 16.1 34.47 17.99
37.14 34.57 20.01 13.2 18.43 7.17 9.96 9.45 18.51 14.55 19.23 28.17 19.55
37 41.71 35.94 9.71 16.42 4.14 3.9 4.1 17.9 11.04 30.9 40.89 30.86
39.35 33.03 26.11 12.03 18.29 9.58 7.23 10.7 17.82 12.13 21.83 33.17 26.16
23.31 32.04 20.01 13.22 15.63 9.54 11.85 12.86 19.57 18.9 16.62 21.63 16.25
2 30.37 12.18 11.11 5.83 3.76 321 6.12 5.71 9.87 8.99 17.56 20.51 23.57
4.32 3.77 1.08 0.81 0.39 0.38 0.45 0.29 2.1 0.65 0.37 3.61 5.78
29.3 15.62 5.39 9.22 7.5 5 9.53 6.21 15.6 9.15 5.7 16.31 18.95
16.45 10.62 35 3.23 3.65 0.98 1.08 0.35 4.83 231 411 8.33 9.29
16.31 10.14 591 7.14 6.7 2.09 43 2.6 10.82 5.22 45 10.17 13.6
12.28 54 1.56 3.76 3.07 1.45 3.07 1.16 7.02 3.27 1.59 431 9.4
13.56 12.81 49 1.99 2.01 2.09 0.53 1.18 241 2.02 4.62 7.99 7.27
3 11.45 12.75 4.94 1.93 2.76 1.95 2.62 3.14 1.89 3.52 4.7 13.92 12.42
22.44 17.6 12.91 5.19 6.53 5.58 5.81 9.96 5.78 5.94 7.77 13.68 15.45
9.62 8.43 3.44 0.78 0.22 0.18 0.09 0.3 1 15 3.66 5.58 4.76
14.85 14.43 7.07 9.17 8.63 5.34 6.26 9.9 5.85 9 4.45 11.12 7.72
10.93 13.07 11.7 4.62 4.74 1.49 1.6 3.65 3.18 4.59 9.4 12.62 12.31
15.64 10.31 11.89 4.6 5.97 3.29 221 6.53 31 3.94 4.57 6.84 7.97
18 18.62 5.07 11.49 10.67 9.23 10.89 15.01 9.31 13.89 7.46 17.26 12.3
4 27.6 14.01 12.66 13.99 7.37 6.14 554 6.19 8.71 7.76 6.49 25.04 25.04
17.59 16.7 5.63 3.15 0.9 1.53 5.73 0.41 15 0.7 8.22 15.08 15.08
17.01 23.11 8.52 8.24 571 4.57 10.67 6.77 6.72 5.14 731 18.18 18.18
2.48 9.45 0.95 0.31 0.42 0.35 51 0.19 0.15 0.68 3.82 3.04 3.04
15.1 23.69 11.06 2.98 2.33 1.48 3.78 2.64 2.1 1.95 13.77 18.42 18.42
7.31 10.17 1.53 2.42 1.22 0.8 8.05 1.44 1.22 1.22 4.46 7.04 7.04
5.05 13.46 5.03 1.65 1.38 1.66 451 0.86 1.13 1.65 4.47 6.18 6.18
5 39.1 24.62 23.43 8.35 8.21 3.97 35 4.43 10.34 15.39 28.47 28.13 35.61
14.35 8.85 5.9 6.87 4.14 3.56 3.71 3.57 6.33 8.65 5.58 6.11 6.72
27.81 18.32 4.53 12.26 7.73 7.34 6.57 7.13 5.85 4.35 6.09 12.01 17.15
13.58 11.46 6.7 6.75 2.14 2.14 3.18 2.03 15 3.39 9.96 7.13 9.69
12.56 7.6 1.47 6.2 1.47 1.85 15 1.68 0.83 1.86 0.89 4.87 592
20.95 13.24 9.78 10.98 7.1 5.73 4.65 5.52 3.55 3.85 9.16 8.95 10.92
12.57 12.23 9.1 6.67 42 3.29 3.81 3.26 4.56 6.6 13.23 551 11.97
6 23.6 14.05 21.39 53 5.81 6.74 7.79 3.88 4.27 57 13.27 13.02 24.29
7.67 7 3.02 1.34 3.78 1.39 4.94 1.94 2.28 4.04 1.14 6.2 9.12
21.85 15.63 9.35 4.05 5.07 5.45 4.26 2.54 49 3.8 5.85 9.16 14.41
10.12 10.37 0.86 4.86 8.28 2.93 6.75 2.76 591 8.38 3.02 6.54 17.53
14 1111 7.41 6.47 9.99 4.98 6.93 251 7.02 6.39 6.35 6.96 8.72
6.93 6.95 0.7 0.99 2.12 0.5 2.16 0.83 2.22 3.26 0.22 3.48 8.68
1177 12.34 4.74 5.52 8.22 4.26 10.98 5.17 6.57 11.35 6.05 8.18 25.27
7 75.07 21.47 15.88 25.49 22.75 12.69 17.65 16.01 26.39 17.7 20.53 28.62 38.77
32.12 10.3 5.01 8.61 8.26 2.76 5.06 3.25 7.02 574 522 8.86 8.5
51.72 19.19 4.54 26.26 28.89 17.34 22.52 19.77 29.34 22.46 6.07 17.4 21.73
17.05 5.43 1.23 597 8.36 294 433 341 791 7.86 3.96 6.78 5.53
36.53 13.93 594 16.92 18.21 9.05 12.65 11.06 18 1451 6.19 8.2 14.34
30.72 8.41 3.71 11.98 13.16 7.01 10.5 7.58 13.38 12.38 6.6 10.72 9.72
16.16 4.52 0.59 3.25 4.46 1.13 1.36 1.32 3.47 4.95 0.73 3.36 5.47
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TABLE IV
RECOGNITION RESULTS FOR ALL DISTANCE NUMBERS
—90 =75 —60 —45 —30 —15 0 15 30 45 60 75 90
1 9.6 6.69 8.22 8.1 12.25 11.2 7.8 11.33 6.84 6.83 4.82 19.19 8.27
41.93 35.9 35.88 31.48 40.46 45.05 41.47 51.54 32.49 37.64 30.14 38.91 32.62
34.81 34.39 28.59 26.81 40.12 44.09 37.27 47.1 34.69 34.14 24.46 34.47 17.99
37.14 34.57 30.46 28.86 41.13 49.68 49.47 54.96 34.27 37.79 28.06 28.17 19.55
37 41.71 42.72 41.74 57.19 63.21 57.97 66.57 47.96 49.14 36.15 40.89 30.86
39.35 33.03 32.47 28.05 39.23 42.91 36.29 47.38 29.63 33.16 28.54 33.17 26.16
23.31 32.04 30.22 30.14 42.42 46.56 39.79 53.64 39.27 40.15 27.05 21.63 16.25
2 30.37 12.18 13.31 17.7 12.02 10.78 14.77 8.89 19.35 22.13 244 20.51 23.57
4.32 3.77 1.13 815 4.65 6.73 2.64 4.88 3.12 3.2 1.84 3.61 5.78
29.3 15.62 9.28 13.81 13.63 14.19 15.96 9.72 18.3 12.94 11.36 16.31 18.95
16.45 10.62 6.69 4.18 6.54 12.48 7.7 5.92 5.62 321 5.56 8.33 9.29
16.31 10.14 8.37 12.9 14.72 18.35 15.6 15.05 14.57 10.88 7.85 10.17 13.6
12.28 5.4 3.08 5.15 5.84 7.43 5.4 4.74 7.24 3.92 4.78 431 9.4
13.56 12.81 7.97 8.22 8.01 11.04 9.4 5.96 6.34 8.59 6.91 7.99 7.27
3 11.45 12.75 7.75 10.58 9.99 6.62 6.08 6.62 7.11 10.07 12.75 13.92 12.42
22.44 17.6 15.01 13.58 12.48 8.07 9.67 19.65 13.42 10.44 12.13 13.68 15.45
9.62 8.43 4.6 5.79 5.96 888 3.55 9.87 7.1 3.36 3.95 5.58 4.76
14.85 14.43 12.57 13.9 12.77 11.74 13.49 24.05 10.78 10.91 8.47 11.12 7.72
10.93 13.07 13.35 15.62 14.85 11.33 13.19 25.56 16.89 11.56 11.78 12.62 12.31
15.64 10.31 13.16 10.61 9.87 5.63 4.73 14.67 7.24 5.56 5.47 6.84 7.97
18 18.62 12.33 15.78 16.04 12.56 14.37 25.91 15.44 16.11 14.32 17.26 12.3
4 27.6 14.01 16.21 16.47 11.34 17.04 25.76 13.7 14.04 16.61 9.04 25.04 25.04
17.59 16.7 5.77 12.23 12.27 6.29 9.37 2.95 13.03 8.84 8.56 15.08 15.08
17.01 23.11 12.54 13.18 16.03 9.79 13.37 9.11 18.33 10.08 9.74 18.18 18.18
2.48 9.45 2.65 6.83 7 1 8.31 321 6.61 2.45 6.34 3.04 3.04
15.1 23.69 12.59 17.13 21.5 9.85 4.63 11.24 22 13.54 14.69 18.42 18.42
7.31 10.17 2.9 7.94 7.12 2.07 12.39 3.03 6.77 428 5.6 7.04 7.04
5.05 13.46 6.85 6.27 12.15 9.86 9.33 5.55 14.15 7.39 8.51 6.18 6.18
5 39.1 24.62 36.08 28.87 22.49 28.45 22.89 17.68 34.28 45.64 44.53 28.13 35.61
14.35 8.85 11.8 9.31 5.16 6.94 5.96 4.57 12.95 13.73 11.83 6.11 6.72
27.81 18.32 21.45 16.44 11.16 13.2 9.06 8.29 9.49 13.17 18.99 12.01 17.15
13.58 11.46 11.32 9.99 7.33 8.45 6.86 4.37 5.95 12.8 12.69 7.13 9.69
12.56 7.6 9.96 8.17 2.39 44 2.5 494 4.98 491 9.96 4.87 5.92
20.95 13.24 20.21 14.86 11.25 11.56 8.38 7.07 10.81 12.41 17.79 8.95 10.92
12.57 12.23 12.12 12.45 7.5 9.75 8.8 6.21 9.75 17.42 15.44 551 11.97
6 23.6 14.05 22.18 15.35 9.03 16.98 9.38 541 10.26 9.84 17.69 13.02 24.29
7.67 7 4.06 5.61 9.52 6.53 10.17 7.98 4.13 7.13 521 6.2 9.12
21.85 15.63 12.89 9.02 12.08 14.71 10.53 8.28 9.47 531 6.71 9.16 14.41
10.12 10.37 6.88 7.83 13.97 12.36 17.49 10.9 7.89 12.44 10.01 6.54 17.53
14 11.11 10.16 13.21 21.29 18.69 23.11 18.33 13.84 12.45 8.64 6.96 8.72
6.93 6.95 3.07 4.64 6.17 5.49 6.77 5.76 251 497 2.01 3.48 8.68
11.77 12.34 11.44 11.19 14.22 13.84 16.25 11.8 11.89 13.26 16.32 8.18 25.27
7 75.07 21.47 28.98 40.56 33.19 20.08 35.63 24.65 39.02 25.42 32.03 28.62 38.77
32.12 10.3 11.04 9.66 9.16 3.63 7.86 4.06 7.83 8.43 8.79 8.86 8.5
51.72 19.19 21.65 30.05 30.66 20.41 27.02 21.22 32.37 25.47 14.81 17.4 21.73
17.05 5.43 5.82 7.76 9.29 6.32 7.86 5.72 9.05 9.1 5.37 6.78 5.53
36.53 13.93 14.86 19.5 20.65 16.15 15.74 16.61 20.68 20.93 12.02 8.2 14.34
30.72 8.41 14.21 13.61 14.17 7.81 13.96 8.44 14.25 12.57 11.99 10.72 9.72
16.16 4.52 3.42 9.1 6.76 5.26 8.22 4.5 7.61 9.48 2.26 3.36 5.47

1V. CONCLUSION

In Table Il1, every image from the examination set has a
corresponding rotation angle (from —90 to 90 degrees). The
table is divided into 4 blocks, each containing 4 rows, where
the blocks describe different classes (people) and each row
describes a different model. The first block contains the
distances of the examination face from the 1 class for all 7
models and the row with the minimum distances is
highlighted. In this table, the selected distances were
calculated depending on the angle of rotation of the head. As
can be seen from Table Ill, the minimum distances are
consistent with the images from the examination set.

In Table 1V, all distances were calculated for equal angles
of rotation. As can be seen from Table 1V, using all distances
does not produce good enough recognition results, because
there are 9 errors in different angles of rotation of the head.

As results show, it is necessary to calculate specific distance
numbers at different angles of rotation of the head, which
allows decreasing the number of errors and improving the
results of the new face recognition algorithm. This algorithm
could be used in forensics, when only a limited training set is
available. An expert could build a model based on the
information that was acquired from base images and later use
it in the recognition process, which could significantly
decrease the time of recognition.

11
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Olga Krutikova, Aleksandrs Glazs. Pusautomatiska sejas atraSanas metode, kura balstas uz 3D modela, nezinamas sejas atpaziSanai

Seju atpaziSana ir viens no aktualakajiem virzieniem t€lu atpaziSanas teorija. To plasi lieto dazadas dzives sféras, pieméram, kriminalistika biezi ir nepiecieSams
identificét personu, balstoties tikai uz bazes attéliem (pretskats, pagrieziens, sanskats). Viena no galvenajam problémam télu atpaziSana ir nepietieckamais bazes
apmacosas izlases apjoms. So problému var atrisinat, lietojot 3D modeli, pagrieot to dazados lenkos, tadejadi iegiistot papildus informaciju un papildinot
sakotn&jo apmacosu izlasi.

Dotaja raksta tiek piedavats pusautomatiskais seju atpaziSanas algoritms gadijumam, kad ir nepietickama apmacosa izlase (pretskats, pagrieziens, sanskats).
AtpaziSanas algoritma tiek lietots poligonalais galvas 3D modelis, kas tika izveidots, balstoties uz informaciju no bazes attéliem. Sejas tiek salidzinatas,
analizgjot attalumus, kas tika iegiti ar kontrolpunktu palidzibu. No sakuma kontrolpunkti tiek parnesti no bazes attéliem uz 3D modeliem, ka ar tiek izvietoti uz
jauna attéla no eksaminacijas izlases. Talak modelis tiek lietots, lai noteiktu galvas pagrieziena lenki jaunaja attéla. Tiek izskaitloti attalumi starp
kontrolpunktiem gan modelu att€los, gan jaunaja attéla, analiz&jot datus, tiek noteikta klase, kurai pieder seja.

So algoritmu var lietot kriminalistika, kur sakotngja informacija par sejas formu ir strikti ierobeZota un ir pieejami tikai 3 cilveka atteli. Ar &7 algoritma palidzibu
var izveidot galvas 3D modeli un atpazit seju jaunaja att€la, kas paatrinatu eksperta darbu un samazinatu nepareizas atpazisanas kladu skaitu.

Ouabra Kpyrukosa, Anexcanap I'mas. IosryaBToMaTHYecKHii MeTON HAXOXKIEHHsI M300pakeHHs JIMIA, KOTOPLI ocHOBBIBaeTcsi Ha 3D moxennu, nias
pacno3HaBaHUsl HEU3BECTHOIO JIMLA

PacriosHaBanue UIL ABIAETCSA OJTHUM M3 aKTyaJbHbBIX HaNpaBJeHHUi B TEOPHU pacro3HaBaHKsA 00pa3oB. Ero mupoko NpiUMEHSIOT B pa3siHIHbIX

cepax, HampuMep, B KPUMUHAIHCTHKE, KOI1a HEOOXOAMMO HACHTUDHUIHPOBATh IEPCOHY Ha OCHOBE JAaHHBIX, IIOMYYCHHEIX ¢ 6a30BbIX H300pakeHuit (andac,
HOBOPOT, mpoduib). OJHA U3 IMIABHBIX MPOOJeM paclo3HaBaHHsi 00pPa3oB, — HEAOCTATOUHEI 00beM HavyalbHOI 00ydalomiell BEIOOPKH. DTy NpoOIeMy MOXKHO
pemnTs mpu momomu 3D Mozenw, ToBOpauMBas €€ IMOJ PA3MYHBIMK YIJIaMH, TONydas TakuM 00pa3oM JOTONHMTENbHYI WH(GOPMAIMIO U DPACIIMPSS
HayYaJIbHYI0 00Y4alOIIyI0 BHIOOPKY.

B nanHOI cTaThe mpejutaraeTcsl MOMyaBTOMATHUYECKHH alrOpUTM DacIO3HABAaHMS JIMI| IS CiTydas, KOTJa He MMeEETCs JIOCTaTOYHOH oOydaromieil BBIOOpKH
(andac, noBopoTt, npoduis). B anroputMe pacrmo3HaBaHUsS HCIONB3yeTCs MOJUTOHANBHAs 3D Mojens rojoBbl, KOTOpas MONyYeHa, Ha OCHOBE MH(pOpPMAIWH,
TONMy4eHHOH ¢ 6a30BBIX M300paxkeHuil. JIuIla cpaBHUBAIOTCA TMOCTE aHANM3a PACCTOSHMI, MONYYEHHBIX INIPH MOMOIIM KOHTPONBHHIX Todek. C Hauana
KOHTPOJIbHBIE TOUKH TIepeHocATCs ¢ 6a30BBIX M300paxkenuit Ha 3D Mozeny, a TakKe pa3sMeNIaroTess Ha HOBOM M300payKeHNH JIMIIA U3 SK3aMEHAIMOHHOTO Kiacca.
Jlanee Mozienb IPUMEHSIETCS JUIS ONPEJIENICHHs TIOBOPOTA TOJIOBBI HA HOBOM M300pa)Ke€HHH JNIa. PacCUMTBIBAIOTCS PacCTOSHUS MEXLy KOHTPOJIBHBIMU TOUYKaMHU
Ha U300pakeHNAX MOJIETIeH, a Tak)ke Ha HOBOM M300paKeHHH JINIA 1, aHATH3UPYs JJAHHBIE, ONPEIENIETCs KIacc, K KOTOPOMY IPUHAIEKHUT JIUIIO.

JlaHHBIH aaropuTM MOXKHO TPUMEHATh B KPUMHHATHCTHKE, TA€ HayanbHas mH(popMaims o (opMe JHIA CYIIECTBEHHO OTpPaHMYEHa, W JOCTYNHHI TONBKO 3
n3o6paxenus Jmma. C MOMOIIBIO alrOPUTMa MOXHO MOCTPOUTh 3D Mozienb M pacro3HaTh HOBOE JIMIO, YTO 3HAYMTENBHO YCKOPHIIO OB paboTy 3KcrepTa n
YMEHBIINIIO OBl KOJMYECTBO OIMMOOK B IPOIIECCE PACTIO3HABAHUS.
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