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ABSTRACT. The study compares statistical approaches to discriminate significant factors in 
calculation of redox potentials by the means of quantum chemistry judging from regression 
and time-related figures of merit. The results are compared with data from effect decompo­
sition/significant effect extraction from a full factorial experiment. Hierarchical cluster 
analysis is found to perform well, while linear discriminant analysis is somewhat less 
convenient. Model-based clustering on principa! components failed to reproduce factor 
significance. 
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1. INTRODUCTION 

Redox potentials are properties of molecular substance that are of importance in many research 
areas, such as organic electronics,[l], [2 ] biochemistry and medical chemistry[3]-[5] and corrosion 
science. [3], [6] As experimental quantities they, however, require access to appropriate laboratory 
equipment, skills and, most importantly, need to either synthesize the compounds of interest or extract 
them from natural materials. Quanturn chemical computations are appealing altemative and are widely 
used to predict redox potentials.[1], [4]-[6] There are, however, not many systematic studies on 
reliable selection from the wide variety of many computational methods. By reliable selection we 
mean that based on some statistical approach. Less than ten publications were found during a search 
in both Scopus™ and Web of Science™ databases; one of the most reliable was by da Hora, et al.,[7] 
dealing with selection ofbest computational method and basis set for optirnizing geometry parameters 
and ionization energy (a quantity close to oxidation potential). This and most other studies focus on 
representing well absolute values of experimental parameters; however, absolute values are frequently 
shifted in electrochemical experiment due to various factors.[8] On the other hand, practical 
applications of redox potentials often require correct trends more than correct absolute values, 
especially if experimental data is available for some compound in a series studied. Hence, this study 
focuses on linear regression parameters (slope, intercept and R2), as well as on computation time per 
CPU core, which is also of major importance if our goal is computational screening of compounds. 

The most reliable way to make the selection was, in our opinion, to perform a full factorial 
experiment and to decompose resulting values to effects, remove insignificant ones and recalculate 
back corrected values ofall four figures of merit studied.[9] This required us additional coding, as we 

did not found an R package for effect decomposition for the case of multi-level factors. We were, 
therefore, interested in suggesting some method which would discriminate insignificant factors from 
just the raw (noisy) data. In our opinion, this could be done via classification of data points in four­
dimensional space of slope, intercept, R2 and time, where each point correspond to a certain 
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computational parameter combination (a treatment). Widely used tool is principa) component analysis 
(PCA),[7], [10] which is, however, not intended to be used for classification but for reducing <lata 
dimensionality. This means ali clustering in PCA is merely accidental, on the other hand, some 
clustering information could be lost. Model-based clustering can be nevertheless performed on ali 
PCA results (not just few first components) to generate clusters in principa) components space. Then 
we can speculate about which cluster contains the point of ideal description. Among methods whose 
sole purpose is classification, two distinct groups emerge: supervised and unsupervised. Unsupervised 
classification, or clustering, tries to classify objects without any prior information about them; in this 
case we again can test to which clusters the point of ideal description is most close. On the other hand, 
for supervised classification, we should provide training set with certain classes (in our case, certain 
Ievels of computational parameters) and then check if clustering obtained separates other <lata 
correctly. This also allows to directly check the performance of model by evaluating the relative error 
of prediction.[10], [11] 

11. METHODS 

The experimental redox potentials are obtained using a computer-controlled electrochemical system 
PARSAT 2273 using glassy carbon disk (0 0.5 cm) as a working electrode. The measurements were 
carried out using a three-electrode celi configuration. Saturated calomel electrode (SCE) served as a 
reference electrode and Pt wire - as an auxiliary electrode. The potential scan rate was 100 m V /sec. 
Electrochemical redox reactions were studied in deaerated 0, 1 M tetrabutylammonium 
tetrafluorophosphate (TBAPF6 ) solution in acetonitrile (ACN). ACN (Merck, puriss. grade) was 
distilled over phosphorus pentoxide, then redistilled over potassium carbonate and stored over 0.4 nm 
molecular sieves. Reduction <lata of 14 compounds from 2-benzylidene-1,3-indandione series (with 
different electronically active substituents in 4' position) were obtained. 

Ali quantum chemical calculations were performed using Gaussian 09, rev. D.01 program,[12] and 
statistical analysis was performed in R (v. 3.3.1 ). A full factorial design was chosen for the study, 
spanning six factors: 

• computational methodology (4 Ievels - orbital energy approach, vertical i1SCF, adiabatic 
i1SCF and adiabatic i1SCF with ZPVC correction), termed m(O, m1, mz,. mJ), 

• method (Hamiltonian) of calculation (3 Ievels - B3L YP with B3L YP/6-3 l G(d,p) optimized 
geometry, CAM-B3LYP with B3LYP/6-31G(d,p) optimized geometry and CAM-B3LYP
with CAM-B3L YP/6-31G(d,p) optimized geometry), termed f(O, f1, f2,), 

• solvent modelling (2 Ievels - no modelling and CPCM solvation modei), termed s{O, s), 
• presence of diffuse functions in basis set (3 Ievels - no functions, functions on heavy atoms 

and functions on ali atoms), termed d{O, d1, d2,), 
• number of functions in the valence region of the basis set (2 Ievels - double-zeta and triple­

zeta), termed z(O, z), 
• presence of polarization functions in basis set (2 Ievels - functions on heavy atoms and 

functions on ali atoms), termed p(O, p). 
The computed values were then subject to linear regression with experimental and subsequently to 

effect decomposition according to reference [9]. Figure 1 colour scale for both regression coefficients 
is based on their variance ( also recomputed only from significant effects ), for R2 and time it was chosen 
arbitrarily. Ali classifications were performed in the four-dimensional space where the slope, the 
intercept, the R2 and computation time, centred and scaled, were the initial dimensions. Classification 
by model-based clustering from principa) components,[13] by hierarchical clustering[l 4] (HCA; 
unsupervised method) and by linear and quadratic discriminant analyses[15] (LDA and QDA; 
supervised methods) was then applied. For discriminant analysis, performance tests[l I ]  were 
performed by collecting relative error of predictions for the test set which was randomly selected from 
input <lata as ca. 30 % of ali points, the rest being put into the training set. This was performed 100
times, and the mean ration of erroneously predicted factor Ievel was registered. Both methods achieve 
similarly low performance (errors about 60-70 % of predictions); nevertheless, histogram plots of
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LDA show quite high degree offactor separation, so for qualitative judging these were deemed enough 
precise. 

111. RESUL TS AND DISCUSSION 

On Figure l we provide a matrix produced from effect-decomposition analysis by recalculating fac­
tors from significant effects only. This is what we deem 'gold standard' for the study. Clearly, the 
solvent factor is dominant in the ali plots but the time plot, indicating that accounting for solvent in 
computations is not only crucial but also very cheap. Next significant factor is the computational 
methodology: here adiabatic t.SCF performs well (seemingly good performance ofvertical t.SCF can 
be explained by error cancellation). Method used is also significant: results for CAM-B3L YP are 
notably better than for B3L YP, although there is almost no difference in which geometry should be 
used (Ievels 2 and 3). Diffuse function usage does not strongly affect the performance of methods, but 
strongly increases computation time; therefore, the effect of this factor is negative. Rest two factors 
are of little significance. 
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Fig. 1. Results of effect decomposition and treatment recalculation for reduction potential-calculated 
electron affinity correlations. Reddish areas correspond to less efficient description. 
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TABLEI 

MODEL-BASED CLUSTERING RESULTS 

No. of 
Level occurrence in cluster (times) 

cluster 
No. of 

Level occurrence in cluster (times) 
cluster 

1 
2 
3 

4 

5 

24 (p, z), 16 (f1, f2), 12 (d1, d2, m1) 
12 (p, z, m2, m3) 
24 m1, 12 (p, z, d1, d2), 8 (f1, f2) 

12 (p, d1, d2, m2, m3), 8 (f1, f2) 

Ideal case, 28 s, 14 p, 12 (z, m1), 4 (d1, 
d2, f1, fi), 2 (m2, m3) 

6 
7 
8 

9 

10 

24 s, 12 (p, z, f1, f2), 8 (d1, d2) 
16 s, 8 (p, z, f1, f2, m2, m3) 

24 (s, m1), 12 ( p, z, d1, d2), 8 (f1, f2) 
52 s, 28 z, 26 (p, m2, m3), 24 (d1, d2), 

16 (f1, f2) 

24 z, 12 (p, d1, d2, m2, m3), 8 (f1, f2) 

Now we continue with classification analyses. First, we analyze results for model-based clustering. 
The program selected VVV modei (variable volume and shape, ellipsoidal), based on Bayesian 
information criterion. This resulted in 10 clusters, and assignments are listed in the table 1 below. 

The ideal case (slope and R2 equal to 1 and intercept and computation time - to 0) is assigned to the 
cluster 5. One of the main features of this cluster is relatively frequent occurrence of top Ievel of s 
factor (what is correct); however, there are clusters with even higher frequency for it, so there might 
be notable interactions. The last conclusion is actually quite wrong, ifwe retum to the standard analysis 
on Figure 1. Next, cluster 5 also contains less treatments with diffuse functions (d1 and d1 Ievels), 
which is again true. Nevertheless, there are also quite few appearances of Ievels with CAM-B3L YP, 
which is wrong. Among methodologies, adiabatic �SCF is clearly depreciated, which is again wrong. 
Polarization factors are spread quite uniformly over clusters, and that is in accord with the results of 
effect decomposition analysis. Additionally, the same could be told about z, and this is to no surprise, 
also does not show serious improvement due to this factor. The net conclusion is that model-based 
clustering is not robust enough for discriminating between significant and insignificant factors, as it 
judges incorrectly such important factors as methodology and method in use. 

Results of hierarchical clustering analysis are available on Figure 3. Among various methods, only 
Ward's one has managed to produce separation when the 'ideal' case is incorporated in some cluster 
other than its own one (what results in lamp-Iike plot). Results for Euclidean and for Mahalanobis 
distances are quite similar, for the first one somewhat more clear, so presented here. All slices contain 
results ofthe same analysis, but data points are classified by colouring according to Ievels of a specific 
factor. 

In this case, most strongly emerges the solvent factor, and clearly the effect is the same as predicted 
by effect decomposition. The next optimistic result is that methodology is also correctly classified, 
with adiabatic �SCF situated most closely to the 'ideal' case. It is quite educative to note that in fact 
the best method is also more or less correctly pointed out, despite that the 'ideal' case seems to lie in 
the B3L YP-coloured region - the distances between clusters must be measured in vertical direction, 
and CAM-B3LYP dominates here, with little differences between geometries. Diffuse functions are 
recommended not to be used (correctly), and for valence and, especially, polarization functions there 
are no clear dominance of either variant, so the factors are considered insignificant. To sum up, 
hierarchical clustering performs well in distinguishing valuable and invaluable parameters. 

What corresponds to linear and quadratic discriminant analyses, they produced results generally 
similar to those of HCA. Histogram plots for LDA are shown on Figure 2. Level 0 of m factor is 
distinguished better on plot for second discriminant function (not shown here). This makes the method 
somewhat less convenient for discriminating factor significance, but its overall performance is also 
deemed good. 
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IV. CONCLUSIONS 

The study concludes that HCA is well-suited for preliminary analysis of factor importance in redox 
potential calculations. LDA is also performing well, whereas model-based clustering based on 
principa! components failed to reproduce factor effects on computation-experimental trends figures 
of merit. 

Fig. 2. LDA histogram plots for different Ievels of factors. Factors with more distant distribution 
centres are judged to be more significant. 
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Fig. 3. Results of hierarchical clustering analysis, coloured by different factors. Depending on the 
position of 'Ideal' case point, factors from the top row, as well as the leftmost factor in the bottom 

row are considered important. 
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