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Abstract – The evidence theory is ascribed to a specific kind of 

uncertainty. In this theory, uncertainty refers to the fact that the 

element of our interest (the true world) may be included in subsets 

of other similar elements (possible worlds). In the original evidence 

theory, the estimates of the basic probability masses for the focal 

elements are given in an unambiguous form. In practice, to obtain 

such estimates is often difficult or even impossible. In such a 

situation, the relevant estimates are given in the interval or fuzzy 

form. The goal of the paper is to present and analyse the 

calculation procedures for determination of the belief functions 

and plausibility functions in the evidence theory for cases when the 

initial estimates are given in the interval or fuzzy form.  

 

Keywords – Belief function, data incompleteness, evidence 

theory, frame of discernment, focal elements, fuzzy value, 

inaccuracy, interval probability, interval value, membership 

function, plausibility function, probability mass, uncertainty.  

 

I. INTRODUCTION TO THE EVIDENCE THEORY AND ITS 

EXTENSIONS 

In this paper, we determine the ignorance as the situation 

where the necessary information is either missing, insufficient 

or presented in inappropriate form. In [1], the following forms 

of ignorance are highlighted: data incompleteness, inaccuracy 

and uncertainty. According to this classification, the evidence 

theory is intended to process inaccurate and uncertain initial 

data. 

For the first time, a rigorous scientific presentation of the 

evidence theory has been presented in [2]. Arthur P. Dempster 

in [3] proposed a specific version of the model with lower and 

upper probabilities and this work led to the further development 

of this theory. 

The core concept of evidence theory is the frame of 

discernment  / 1,..,i i n = = . The frame is formed by 

elements, which are interesting to us. The concept of elements 

can be interpreted very broadly, depending on the specific 

context. One of the elements of frame of discernment, which is 

true in the considered situation, is real, or true world, and is 

denoted as 
0

 . Degrees of belief that the true world 
0

  belongs 

to certain subsets (focal elements) of the frame of discernment 

 , are assigned based on evidence. The function 

 : 2 0,1m

→  is called the basic assignment of probabilities 

if 

                                          (1) 

( ) 1
A

m A


=
    

for all A   .                        (2) 

The number m(A) is called the basic probability mass. 

If we have the basic assignments of probabilities for subsets 

i
B A , then the overall degree of belief given to the subset 

(focal element) A  by ( )
i

m B , 
i

B A  is defined as 

                                (3) 

A function ( )  : 2 0,1bel A

→  is called the belief function 

on  , if this function is given by (3) for some basic assignment 

of probabilities  : 2 0,1m

→ . 

The degree of plausibility for a focal element A is defined as 

( ) ( )1pl A bel A= − .                             (4) 

The value pl(A) expresses the degree of extension where the 

subset A is plausible. The function  : 2 0,1pl

→  is called 

the plausibility function. It is obvious that 

( ) ( )1bel A pl A= −                                 (5) 

for all A  . 

It follows that functions bel and pl are based on the same 

evidence and reflect the same state of knowledge. 

The value pl(A) may be easily expressed in terms of the basic 

probability masses: 

( ) 0,m  =

( ) ( ).
i

i

B A

bel A m B


= 

http://creativecommons.org/licenses/by/4.0
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( ) ( ) ( ) ( )

( )

1

.

i i

i

i i

B B A

i

B A

pl A bel A m B m b

m B

 

 

= − = − =

=

 


     (6) 

Various methods for combining beliefs, derived from various 

sources, are proposed nowadays. These methods are not 

considered in this paper. A detailed summary of the most 

common methods is stated in [4]. 

The evidence theory in its original form supposes that the 

focal elements, based on the analysis, are given in a rigid 

deterministic form. Unfortunately, defining the relevant focal 

elements strictly is not always possible. There are many real-

life examples where the focal elements can be defined either 

qualitatively or as linguistic categories for some variable. For 

the first time, L. Zadeh in his work [5] has indicated the 

potential possibility to extent the traditional evidence theory 

onto fuzzy focal elements. This extension was further 

developed in [6], [7]. 

In the original evidence theory, we assume that the values of 

the main probability masses for focal elements are given by a 

unique deterministic way. In other words, each basic probability 

mass is given by a single real number within the interval [0,1]. 

Often, by many reasons, setting such values is difficult or 

impossible. Some of these reasons are discussed in [8]: 

- lack of analysis or assignment strategies (exact belief 

degrees may exist, but it can be difficult, or optional to extract 

them with high accuracy); 

- instability (underlying beliefs may be unstable or the 

extraction of belief may be caused by extraction conditions); 

- ambiguity (beliefs can be extracted through uncertain 

conclusions, such as “about 0.7”). 

It follows that we should not always try to designate the exact 

values of the probability masses. It seems that, in uncertain 

initial situations, a more reasonable way is to introduce some 

degrees of uncertainty into the estimates of the relevant 

probability masses and, then, to make the necessary calculations 

based on these uncertain estimates. 

There are two conceptual approaches to modelling the 

uncertainty of the values of the main probability masses: (1) 

specifying these values in the form of intervals; (2) specifying 

these values in the form of fuzzy numbers (linguistic 

categories). These approaches simulate different forms of 

expert’s ignorance regarding the estimated basic probability 

masses. Interval estimates indicate that the expert does not 

know the exact value of the estimated quantity, but he (she) is 

sure that the value is within the interval that he(she) sets. Fuzzy 

estimates correspond to the current expert’s knowledge about 

the actual value of the estimated variable (the value close to 

some fixed reference value). 

II. THE CALCULATION OF THE INTERVAL VALUES bel{.} AND 

pl{.} UNDER INTERVAL VALUES OF THE MAIN PROBABILITY 

MASSES 

Let us make one important note before considering the basic 

concepts and definitions in this section and further. All further 

definitions and calculation expressions will be obtained under 

the assumption of the presence of deterministic, uniquely 

defined focal elements on relevant analysis bases. However, all 

definitions and conclusions can be correctly applied to fuzzy 

focal elements. 

Let us formulate the following problem: frame of 

discernment   is given; based on this frame of discernment, 

the set of focal elements is determined. For each of these 

elements, the basic probability mass is given as interval number 

,
i i i

m m m
− +

=    , 1,...,i n= . We need to calculate the interval 

values of the belief functions and plausibility functions for all 

focal elements. 

How can we calculate these interval values? Various 

approaches have been proposed to solve this problem. In [9], 

the author proposes calculating the boundary values of the 

interval ( ) ( ),m mbel A bel A− +  
 by these expressions: 

( ) ( ) ( ) ( )max ,1 ;m

B A B A

bel A m B m B m− − + +

  

 
= − −  

 
       (7) 

( ) ( ) ( ) ( )min ,1 .m

B A B A

bel A m B m B m+ + − −

  

 
= − −  

 
           (8) 

Expressions (7) and (8) can be applied under the following 

condition: initial interval estimates of the basic probability 

masses are admissible. This means that the following conditions 

have to be true: 

1

1
n

i

i

m
−

=

 ;                                          (9) 

1

1
n

i

i

m
+

=

 .                                        (10) 

If conditions (9) and (10) are not true, the boundaries of the 

relevant intervals need to be corrected to satisfy these 

conditions. The correction determines the minimum and 

maximum limits of the intervals corresponding to the following 

expressions: 

max ,1
i i j

j i

m m m
− − +



= −
 
 
 

 , 1,...,i n= ;              (11) 

min ,1
i i j

j i

m m m
+ + −



= −
 
 
 

 , 1,...,i n= .              (12) 

The calculated values
im−

, 
im+

 satisfy the following 

constraints: 

1
i j

j i

m m
− +



 − , 1,...,i n= ;                     (13) 

1
i j

j i

m m
+ −



 − , 1,...,i n= .                     (14) 
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The basic probability masses, satisfying conditions (13) and 

(14), are called attainable interval probabilities. In any problem 

of calculation of the interval values of the belief and plausibility 

functions, the initial interval estimates of the basic probability 

masses should be admissible and attainable. Otherwise, 

correction of the initial data by expressions (11), (12) is 

required. 

Let us consider a simple illustrative example. Frame of 

discernment  , ,a b c =  is given. On this frame, the 

following focal elements are allocated, which are assigned 

interval values of the basic probability masses:  a  with 

     , 0.1,0.3m a m a
− +

=   ,  ,a b  with 

     , , , 0.2,0.4m a b m a b
− +

=   ,  ,a c  with 

     , , , 0.3,0.5m a c m a c
− +

=   .  

 

We need to calculate the interval values of the belief function 

 . , .
m m

bel bel
− +    for the given focal elements. 

First, we check the initial interval estimates by the 

attainability criteria (11), (12). 

     ( ) ( )0.1 1 , , 1 0.4 0.5 0.1;m a m a b m a c− + += = − + = − + =  

     ( ) ( )0.3 1 , , 1 0.2 0.3 0.5 .m a m a b m a c+ − −=  − + = − +   

     ( ) ( ), 0.2 1 , 1 0.3 0.5 0.2 ;m a b m a m a c− + += = − + = − + =  

     ( ) ( ), 0.4 1 , 1 0.1 0.3 0.6 .m a b m a m a c+ − −=  − + = − +   

     ( ) ( ), 0.3 1 , 1 0.3 0.4 0.3 ;m a c m a m a b− + += = − + = − + =  

     ( ) ( ), 0.5 1 , 1 0.1 0.2 0.7 .m a c m a m a b+ − −=  − + = − +   

Obviously, the initial estimates of the basic probability 

masses are attainable interval estimates. Note, the attainability 

of interval estimates of the basic probability masses implies 

their admissibility but the opposite situation is not always true. 

Let us perform the required calculations by the expressions 

(7) and (8). 

 

       ( )

( )  

max ,1 , ,

max 0.1,1 0.4 0.5 max 0.1,0.1 0.1

mbel a m a m a b m c− − + + = − + =
 

= − + = =  

 

 

       ( )

( )  

min ,1 , ,

min 0.3,1 0.2 0.3 min 0.3,0.5 0.3

mbel a m a m a b m a c+ + − − = − + =
 

= − + = =  

 

 

 

     ( )  

( )  

, min , ,1 ,

min 0.4 0.3 ,1 0.3 min 0.7,0.7 0.7

mbel a b m a b m a m a c+ + + − = + − =
 

= + − = =  

 

 

     ( )  

( )  

, max , ,1 ,

max 0.3 0.1 ,1 0.4 max 0.4,0.6 0.6

mbel a c m a c m a m a b− − − + = + − =
 

= + − = =  

 

 

     ( )  

( )  

, min , ,1 ,

min 0.5 0.3 ,1 0.2 min 0.8,0.8 0.8

mbel a c m a c m a m a b+ + + − = + − =
 

= + − = =  

 

 

The boundary values of the interval ( ) ( ),
m m

pl A pl A
− +

    can 

be calculated as follows: 

  

( ) ( ) ( ) ( )max ,1 ;m

B A A B

pl A m B m B m− − + +

   =

 
= − −  

 
         (15) 

( ) ( ) ( ) ( ) .min ,1m
B A A B

pl A m B m B m+ + − −

   =

 
 
 

= − −  
       (16) 

 

Based on these expressions, we calculate the boundary values

.pl
−

, .pl
+

 using the initial data from the example above. 

       ( ) ( )max , , ,1mpl a m a m a b m a c m+ − − − + = + + −  =
 

 

( )  max 0.1 0.2 0.3 ,1 0 max 0.6,1 1= + + − = =   .  

The specificity of this example is that the calculations of the 

boundary values .pl
−

, .pl
+

 include estimates of the lower 

and upper limits of the main probability masses of all focal 

elements. This is due to the fact that the element a  is included 

in all focal elements. To ensure the correctness of the 

calculations, we introduce zero probability mass, which is 

related to the empty set, according to expressions (15) and (16). 

       ( ) ( )min , , ,1mpl a m a m a b m a c m+ + + + − = + + −  =
 

 

( )   min 0.3 0.4 0.5 ,1 0 min 1.2,1 1= + + − = = . 

       ( ) ( ), max , , ,1mpl a b m a b m a m a c m− − − − + 
 

= + + −  =                 

( )max 0.2 0.1 0.3 ,1 0 max 0.6,1 1     = + + − = = ; 

 
     ( )

( )

, , ,
, min

1
m

m a b m a m a c
pl a b

m

+ + +

+

−

 + +
 = =
 −  

( )  min 0.4 0.3 0.5 ,1 0 max 1.2,1 1= + + − = =   . 

 
     ( )
( )

, , ,
, max

1
m

m a c m a m a b
pl a c

m

− − −

−

+

 
 
 
 

+ +
= =

− 

 

     ( )  

( )  

, max , ,1 ,

max 0.2 0.1 ,1 0.5 max 0.3,0.5 0.5

mbel a b m a b m a m a c− − − + = + − =
 

= + − = =  
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( )   max 0.3 0.1 0.2 ,1 0 max 0.6,1 1= + + − = = ; 

       ( ) ( ), min , , ,1mpl a c m a c m a m a b m+ + + + − = + + −  =
 

( )  min 0.5 0.3 0.4 ,1 0 min 1.2,1 1= + + − = =  
. 

For all focal elements, we get values  . . 1.
m m

pl pl
− +

= =

This is a correct result associated with the specific assignment 

of the focal elements and the specific calculations by 

expressions (15) and (16). 

In [10], [11], another approach for operations with interval 

values of the basic probability masses was proposed. We will 

not consider this approach, since the approach considered above 

seems to be more preferable because of simplicity and 

concreteness. 

III. CALCULATION OF FUZZY VALUES .mbel AND .mpl  

UNDER FUZZY VALUES OF THE BASIC PROBABILITY MASSES 

The fundamentals of the fuzzy set theory were published in 

[12]. A fuzzy number is a fuzzy set defined on a set of real 

numbers. Let us suppose that, due to the lack of expert 

knowledge, the main probability masses for focal elements are 

presented in the form of triangular fuzzy numbers.  

How can fuzzy values .m
bel , .m

pl  be calculated? To 

do it, the  -cuts at the levels of our interest are determined on 

the graphs of the membership functions of the relevant fuzzy 

values .im . Thus, at each level   we have a set of interval 

values of the relevant probability masses. Interval values of the 

function . ,
m m

bel bel
− +  

 
 can be calculated by expressions 

(11), (12). Combining the obtained intervals, we can consider a 

graph of the membership function of a fuzzy number .m
bel . 

Similarly, interval values  . , .
m m

pl pl
− +  

 
 can be 

calculated at given  -levels, using expressions (15) and (16). 

Combining the obtained interval values, we can construct a 

graph of the membership function of a fuzzy number .m
pl . 

Let us take as a basis the initial interval values of the main 

probability masses from the example presented above. On these 

intervals, as on the bases, let us form the following symmetric 

triangular fuzzy numbers   ( )0.1,0.2,0.3m a = , 

   , 0.2,0.3,0.4m a b = ,   ( ), 0.3,0.4,0.5m a c = . Graphs of the 

membership functions of these fuzzy numbers are shown in 

Fig. 1. 

Let us define the  -levels with increment 0.1. The 

previously calculated intervals of values  . , .
m m

bel bel
− +    

are the bases for the desired fuzzy numbers. Performing 

calculations for all given  -levels and combining the obtained 

intervals, we obtain the desired fuzzy numbers .m
bel ; the 

graphs of their membership functions are shown in Fig. 1. 

Calculation of fuzzy estimates .pl  is made by analogy, 

using expressions (15) and (16).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Graphs of the membership functions of the initial fuzzy values .m  

and final fuzzy estimates .bel  and .pl  in an illustrative example. 

In the present example, the estimates .pl  remain 

deterministic and equal to 1 at all  -levels. Let us note again 

that such values are associated with specific focal elements and 

specific estimates of the main probability masses in the 

considered example only. 

IV. CONCLUSION 

The evidence theory has been developed to handle a specific 

type of uncertainty: the entity of interest can be in subsets (focal 

elements) of a universal set (a basis of analysis). The degree of 

certainty that a given entity is located in a concrete focal 

element is evaluated by the value of the basic probability mass 

given to this focal element. Derived estimations of belief 

degrees and plausibility for interacting focal elements are 

performed with special expressions based on estimations of the 

main probability masses for the relevant initial focal elements. 

The original evidence theory assumes: the initial focal 

elements and estimations of the probability masses, given to 

these focal elements, are given in deterministic form. However, 

in practice, often we cannot obtain deterministic values of the 

basic probability masses. To solve this problem, the initial 

estimations of the basic probability masses can be given in a 

suitable undetermined form. 

This paper presents computational procedures for 

determination of the values of belief and plausibility functions 

in extended versions of evidence theory when estimates of the 

basic probability masses are given either as intervals or as fuzzy 

numbers. The emergence of such extensions of the original 

evidence theory is associated with the requirement to operate 

with indefinite estimates, which are caused by the lack of 

0.10
0

0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1

.  m a
 bel a

 ,bel a b  ,bel a c ,m a b  ,m a c  pl a

 ,pl a b

 ,pl a c

.m .bel

.pl
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knowledge among experts regarding the analysed uncertain 

situations. 

In the paper, we have used an approach to the determination 

of the interval values of the functions .bel  and .pl  

proposed in [9]. An alternative approach is described in [10], 

[11]. To our mind, the considered approach is preferable. 

Analysing the research presented in the paper, we can draw 

an undoubted conclusion: the interval extension of the original 

evidence theory is decisive. The basis of the fuzzy extension of 

this theory is the interval extension. 

In recent decades, various approaches have intensively been 

developed, which allow us to successfully process various types 

of uncertain initial data. The extensions of the evidence theory 

presented in this paper confirm this trend. 
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