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Abstract - One of the most recent approaches in machine learning
is fuzzy rules usage for solving classification problems. This paper
describes the algorithm for finding relevant attributes and
searching for membership functions. Experimental results are
used to clarify — which data sets can be used to automatically gain
primary membership functions from primary data. This quality —
gaining of membership functions — is one of the pros of the
algorithm, because it eases resolution of classification task. The
ability to use it with fuzzy data is one more merit. As a result, there
are obtained reliable fuzzy classification rules to separate classes.
By reconstructing primary membership functions also the number
of IF-THEN rules gained from decision tables is reduced up to
three times. Four experiments are conducted with different
training and testing data set sizes. Conclusions are made about the
optimal size of the training and testing data set that is necessary
for achieving better results as well as about the data this algorithm
is appropriate for. Finally, possible directions for further research
are outlined.

Introduction

Fuzzy systems that are able to extract IF-THEN rules
from numerical data have been developed relatively
lately. Nevertheless they have gained popularity in the
recent years because of their properties to describe the
task issues with the uncertainty typical to the real
world. Most of the methods of the fuzzy systems, for
example the fuzzy PRISM algorithm [1], need
previously defined membership functions to perform
the training part of an algorithm.

In 1994 the algorithm for automatic definition of IF-
THEN rules and membership functions was developed
[2]. The data processing was difficult because of
decision table and primary membership functions
complexity, so this approach was improved by finding
relevant attributes [3]. Its main advantage is the
automatic extraction of the primary membership
functions. Experiments with this algorithm are carried
out on the Iris data set [4,5]. The goal of the
experiments is to clear up the dependency of the results
on the size of training and testing sets as well as
establishing other suitable data sets and advice which
features of the data makes a data set suitable for this
algorithm.
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The idea of the algorithm and its work is step-by-
step described in the first section of the paper. The next
section describes the data set used and explains why it
was chosen for working with the algorithm for finding
relevant attributes and membership functions. The
experiments carried out in the study and the results
obtained are also discussed. The ending part of the
paper contains the conclusions about the performance
of the algorithm and the requirements for a data set to
be used with this algorithm as well as directions for
future research.

Algorithm Description

The algorithm for finding relevant attributes and
membership function consists of three main stages —
find relevant attributes, then build initial membership
functions, and at the end derive decision rules [3, 6].
Next we will describe the algorithm step by step in
more detail.

Stage I. Find relevant attributes:

1. Sort each attribute value of 4, which appear in
training instances in ascending order.

2. For each attribute Alj, count how many instances
belong to the same classes.

3. Sum how many numbers of Aij with attribute
values belong to only one class.

4. Calculate the fitness degree f; of each attribute.

Several approaches can be used for that purpose, for
example, the first method described [3, 6] is based
on average fitness (Equation 1):

t
fi=t, (M
n

where
t, — the number of instances of attribute 4; that

belong to only one class,
n — the total number of training instances.
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The second method uses the concept of entropy:
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where

Djj—number of instances that fall within

attribute value 4;; .
p — total number of output class;
g; —number of values of 4;

5. Sort the attributes in ascending order of fitness
degrees;

6. Select relevant attributes using procedure (3), using
threshold p;. An attribute with higher fitness

degree can be taken as relevant.

PROCEDURE Select Relevant_Attributes:
=1, Total E=1

DO WHILE /< m
Total E=Total E- (1— f,’) 3)
IF Total E < f3; THEN exit
ENDIF

I=1+1

ENDDO

Stage I1. Build initial membership functions:
7. Find the initial default group number G of each
relevant attribute as G =1+3.3logn;

8. Find the range of each attribute
R, =max(4])-min(4));

9. Find the group interval of each attribute
H, :Rz‘/(G_l);

10. Extend the possible minimum attribute value as
V.= min(Ail)_ H,;/2;

11. Divide the possible range of each attribute into G
groups;

12. Find the typical points of triangular membership

function (see Fig.1) a;;, b; and c;; for each initial

membership function (Equation 4):

by =5 Als)

i
s=1 r[j

a;=b .y ¢ =by, @

where
Al.'j 0 y‘) represents the attribute value of instance

. !
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ry— number of instances that fall into attribute

!
value range A4;;.

Stage III. Derive decision rules:
13. Construct an initial decision table using relevant
attributes ranges;

ue)?t
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K
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o

Fig. 1. Triangular membership function

14. Simplify the initial decision table by eliminating
redundant and unnecessary table cells;

15. Rebuild membership functions using
decision table cell merging operations;

16. Derive decision rules from the modified decision
table.

initial

Description of the Data Set

This research uses the most popular data set of the UCI
Machine Learning Repository — Fisher’s Iris flowers
[4]. The part of Iris data set used in the research for
classification is shown in Table 1.

Field of this data set is nature, all attributes are real
numbers. The number of records in the data set is 150;
they can be classified into three classes that denote
classes of Iris plant — SETOSA, VERSICOLOUR,
VIRGINICA, each class containing 50 records of the
training data set. The Iris data set consists of four
attributes: A; - SEPAL LENGTH (cm), A4,-SEPAL

WIDTH (cm), 4;-PETAL LENGTH (cm) and
Ay - PETAL WIDTH (cm).
Table 1
IRIS data set (fragment)
SETOSA VERSICOLOR VIRGINICA

Al a4 | 4lala a4l 4

51(35]14(02]17.0(32(47(14]163[33]6.0/(2.5

4913.0|14(02]|64 (32[45(1.5]58|27|51]1.9

47132|13(02]169 (3.1({49(1.5]7.1]3.0(59]2.1

46(13.1|1.5(02]55(23[40(1.3]63]29|56/(1.8

50(3.6|14(02]165(|28|46|15]65(3.0]|58(22
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This data set is often chosen for classification tasks ~ VIRGINICA, which overlap in the attributes A3 and
because the classes are clearly divided (see Figure 2). A4 interval (4.5; 1.0) —(5.5; 2.2).
The class SETOSA is easily distinguished, but there can
be problems with classes VERSICOLOUR and

#SETOSA BVERSICOLOR A VIRGINICA

T 25
< 20
2 15
U 5=
E‘ 1.0

0.5
3 00 $
=
£ 0.5 1.5 15 33 45 55 6.5
H
2 PETALLENGTH, CM (A3)

Fig. 2. Iris Flower data set representation

Experiments classification error and the accuracy are calculated as
the mean of all three iterations (classifiers).
Within this research four experiments were carried out
using different sizes of training and testing data sets and  Data Processing
different structures of the data sets creating them by
randomly choosing the records from the primary data Fitness degree for each attribute was calculated using

set. the first method (see Equation 1) — using the number of
attribute value representing each class and the number
Description of Experiments of records in the training data set.

Coefficient f=0.1 was used to choose the relevant

In the first experiment the ratio between training and  attributes and while executing the procedure it was
testing data was the usual — 70% of records in the (aken into account (see Equation 3). Within the
training data and 30% in the test data. In the second  cxperiments conducted in this study, in one experiment
experiment the training set was expanded and the test  (3_fold cross-validation) in two iterations out of three
data set was reduced. Finally, in the third experiment 30 there was only one relevant attribute, in all other cases
random records were discarded; the training data set  there were two relevant attributes and the membership
consisted of 105 records and the test set consisted of  functions defined by the combination of the values of
15 records. these two attributes indicated class of a record. The
The fourth experiment was conducted using n-fold  mentioned relevant attributes are PETAL LENGTH
cross-validation. Accordingly, the data set used in this  (4.) and PETAL WIDTH (4,) labelled as 4," and A>',
experiment was split into three subsets of almost equal  regpectively.
size: M;, M; and M;. The used split condition — When constructing the membership functions, we
belonging to a subset is determined randomly but all  byjld a multi-dimensional decision table, where each
three subsets have to have equal number of records. The  dimension represents a relevant attribute (see Table 2).
training set consists of 2/3 of all records and the test set  There were some conflicting cells having instances at
consists of the remaining 1/3. The algorithm is executed  the same position (attribute value interval) but having
as follows: I iteration — training set consists of M; and  different output classes. In the experiments, conflicts
M, test set consists of M;, II iteration — training set  were resolved using the so-called ,majority voting”
consists of M, and M, testing is conducted on My, gtrategy [8]. The underlying idea of the strategy is as
III iteration — training set consists of M, and M, test set  fo]lows: if there are two records with class O; and six
is M. Cross-validation guarantees that every record will - records with class O, in the same interval, then the class
be used (n-1) times in the training and once in the (), is chosen. It is also possible to use other strategies to

testing (where 7 is the number of subsets). [7]. As a  solve conflicts like giving priority to a certain class, or
result, a classifier is described, but the total
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using a measure of the “interestingness” of each
class [8].

When decision basis is acquired and all conflicts are
solved it can be simplified by merging several intervals

classification error. To do the calculus, it is first needed
to create a confusion matrix that holds the numbers of
correctly and incorrectly classified records [7].

which consist of records with the same class into one Table 2
interval. In similar manner, all intervals which hold no Initial decision table
class can be merged. This way from initial 16 by 16
intervals, the table is scaled down to 6 by 6 intervals. A,
‘ Th}S way it .IS‘ObVIOLlS (see Table 2)., how to ext}ract a Beg |End|1 |2 |3 T2 [ iz s
simplified decision base by performing some simple
activities (for example, merging intervals 1 to 3) and Beg. 08 |12 [1.6 |...]5.1 |55 |5.9 |63
reconstructing the initial membership functions. Ine End 12 116 120 |...155 159 |63 |6.7
Table 3 the first record shows the results obtained with
. . . 1 0.0 102 (O, O
the training data set proposed by the authors which
consists of 150 records, but there is no certainty about 2 [02 (03 |0, O/ O
the test data and the error in classifying the data. 3 03 |05 0, O
The rules extracted from the decision base are tested
using the values of the relevant attributes and checking
if the record that is being tested belongs to any class 12 f1.8 J19 - 0 03 O
with its values of the attributes. As a result, it is 13 (19 [2.1 . 0; O; 0;
possible to compare the results of the algorithm to the 12 |21 23 0, 0,
real classes. -
A method of calculating accuracy is used to | = [13 |23 |24 - 05 0s
distinguish the accuracy of the experiment — the error is
calculated using the calculation of the total
Table 3
Experimental results
Experi- | Training | Testing Incorrectly Accuracy Classification Comments
ment data data classified error
No. set set examples
0. 150 0.9667 0.0333 The authors proposed [4, 7]
Classical — 70% in training data set,
1. 105 35 2 0.9429 0.0571 30% in testing data set
5 135 15 1 0.9333 0.0667 Blgger training data set than in
previous experiment
3. 105 15 1 0.9333 0.0667 Eliminated 30 random examples
4 73 4 1 0.9579 0.0421 Three fold cross Va.hdanon (Wlth
data sets from previous experiment)

Analysis of Experimental Results

As shown in Table 3, the highest accuracy among all
the experiments that were carried out in this research
was in the case with three fold cross—validation (see
Experiment No.4 in Table 3). It is logical because only
in that experiment every record was used for both
training and testing.
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The next best result is for the second experiment —
the classic ratio of the training (70%) and test (30%)
data, despite the fact that it is the only experiment with
2 incorrectly classified records of the test set. However,
the test set in this experiment was relatively large with
35 records (other experiments, with the exception of
cross-validation, had significantly smaller test sets) and
it explains the accuracy level in this case.

We can draw a conclusion that in these experiments
a larger test set leads to better accuracy, but for this to
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be convincing there should be a greater number of
experiments.

Conclusions

The algorithm is convenient and most of the work
involved is to establish which attribute (or attributes) is
relevant. Afterwards when attributes of less relativity
have been eliminated, calculations are made only using
the relevant attributes. Of course, some information is
lost this way but the time attained using the algorithm
to find relative attributes and membership functions is
greater than the loss. Another great benefit of this
algorithm is its ability to automatically construct the
initial membership functions using the training data. It
excludes matters of chance and factor of subjectivity
while constructing membership functions because there
is no way to interpret membership functions — they are
calculated using mathematical formulas using the initial
data.

It is not surprising that the best results of all
experiments were for cross-validation because it is the
only way to use all records for both training and testing.

We can draw a conclusion that the classical division
with 70% training data and 30% test data also leads to a
good result. The difference between this experiment
and the three fold cross-validation is so small that the
work put in for cross-validation does not pay off.

In general this algorithm is convenient and fast to
calculate, 70% of the calculations are needed in the first
phase of the algorithm — while finding the relevant
attributes, because all attributes and their values have to
be taken into account to discover if the exact attribute is
relevant.

Another great benefit is the ability to decrease the
decision base because from the initial 16 intervals only
five remain after carrying out the simplification
operations. This way also the number of decision rules
becomes smaller and it makes the testing faster — there
are less rules to check. This could be one of the
uppermost benefits why this algorithm should be used.

These experiments showed that data should be
continuous to use this algorithm. Categorical data do
not work. The data cannot have small predefined values
like three values in the interval [-1, 1].

Also if the initial data hold a large number of
attributes it will take a lot of time and work to
distinguish which are the most relevant. Of course,
computer programs like WEKA can be used to select
the most relevant attributes but it can happen that some
relevant attributes are eliminated and the algorithm is
not able to carry out its work correctly.
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Future Research

Future research plans include studying the algorithm for
finding relevant attributes and membership functions
and continuing the research using other data sets. It is
planned to use data accessible at UC Irvine Machine
Learning Repository [4].

The comparison of the gained results with those of
other algorithms using the same data set is intended.
The algorithm PRISM [9] and its modified version
Fuzzy PRISM [1] are within interest range.

Also it is planned to search for other algorithms that
find membership functions and are able to determine
belonging of a record to predefined classes using
membership [10].
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Madara Gasparovi¢a, Ludmila Aleksejeva. Nozimigako atribiitu
un piederibas funkciju meklésanas algoritma uzvedibas pétiSana
Viena no relativi jaunajam pieejam masinapmaciba ir izpluduso
likumu pielietosana klasifikacijas problému risinasana. Darba
aprakstita nozimigo atribiitu un piederibas funkciju mekléSanas
algoritma darbiba, ar eksperimentiem pétita §1 algoritma uzvediba,
lai noskaidrotu kadam datu kopam $is algoritms, kur$ automatiski no
sakuma datiem var ieglit sakotngjas piederibas funkcijas, ir derigs.
Tiesi §1 Ipasiba — automatiska piederibas funkciju iegiiSana ir viens
no lielakajiem $§T algoritma plusiem, jo krietni atvieglo klasifikacijas
uzdevuma atrisinasanu. V&l viens $T algoritma pluss ir iesp&ja stradat
ar izpliduSiem datiem, un rezultata iegiit precizus likumus, kas
atdala klases vienu no otras. Parkonstrugjot sakotngjas piederibas
funkcijas arT JA — TAD likumu skaits, kas iegiits no lémumu
tabulam, tiek samazinats pat tris reizes. Darba izstrades gaita tika
veikti Cetri eksperimenti ar dazadiem apmacibas un testa kopas
lielumiem. Rezultata izdarTti secindjumi par to, kads testa kopas un
apmacibas kopas lielums ir optimals, lai iegiitu labakus rezultatus.
Ka ar eksperimentu gaita iegliti secinagjumi par rekomendacijam
kadiem datiem S$is algoritms ir piemérots, lai sasniegtu augstas
kvalitates rezultatus. Doti arT nakotnes pétijumu iesp&jamie attistibas
virzieni.

Mapapa TacmapoBuua, Jhioamuia AJlekceeBa. AHAIU3
MOBeJeHHs] AJIrOPHTMA TMOWCKA 3HAYHUMBIX aTpubOYTOB M
(yHKuUMII npUHAATEKHOCTH

Hcnonp3oBaHue HEUETKMX IpaBWI sl pElIeHHH mpobiiem
KJIacCU(UKALMK  SIBIISIETCSI OJHUM M3 OTHOCHUTEIBHO HOBBIX
MOAXOMO0B B 33/1a4aX MAIIMHHOTO 00y4eHHMsI, JOCTOMHCTBO KOTOPOTO
3aKJII0YaeTcs B BO3MOXKHOCTH aHaliM3a M pas3JieNIeHUs] IPHMEPOB,
MPUHAANEKAMNUX  Pa3sIuIHbIM  KigaccaM. CTaThd  IOCBSIIECHA
ONHMCAHWIO MPOLEXYPHl HAXOXJICHUS 3HAYMMBIX aTTpUOYTOB U
ITOPUTMa ONpeeleHus (YHKIUH IPHHAUISKHOCTH. Pe3ynbraTer
9KCIIEPUMEHTOB CITy’KaT OCHOBaHUEM JUIS BEISIBIICHHST OCOOEHHOCTEH
MHOXXECTB JaHHBIX C TeM, YTOObI OHH MOIJIM OBITH MCIOJIB30BaHbBI

JUIL  QBTOMATHYECKOTO  ONPENENCHUs  HadalbHbIX  (YHKIMI
MPUHAATIEKHOCTH M3 HMCXOMHBIX [AaHHBIX. OTO KauecTBO —
noiyueHue GYHKIUE TOPUHAMIEKHOCTH — SIBIAETCS OJHUM U3

JOCTOMHCTB JAQHHOTO aJTOPHUTMA, IMOCKOJBKY YIPOIIAET PELICHHE
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IIpeobpazoBanne MCXOMHBIX (YHKIUH MPUHAAICKHOCTH MyTEM HX
CIIVSIHUSL TIDHBOJMT OoJiee 4eM K TPEXKPaTHOMY YMCHBIICHUIO
YHCIa MONMyYeHHBIX 13 Tabmun pemenuii npasun [F-THEN. B xone
uccienoBaHui  OBUIM  NPOBEACHBI YETHIPE JKCIEPHUMEHTa C
pa3IMYHBIMHE pa3MepaMH oOydaromieil W TeCTOBOW BBIOOPKH, AaHO
3aKJII0YCHHE 00 ONTHMAIIBHBIX JUIS TOJTyYSHHUS JIy4LIero pe3yabraTa
pasmepax BBIOOpOK. Hapsmy ¢ oatum, chopMynupoBaHbl
pPEKOMEHIAlH K MHO>KECTBAM JaHHBIX, Ha KOTOPBIX 3TOT aJArOPUTM
MOXET OBITh TNpPUMEHEH, a Takke OINPENEIeHbl HaIlPaBICHUSL
JaJIbHEUIINX UCCIICIOBAHUM.



