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Abstract - The possibility of using new information
technologies for signal processing at the aircrafilight test stage
is investigated. Since there are restrictions impesl on flight
modes, the identification of parameters of aircraftits equipment
is carried out in the conditions of bad observabity of the
dynamic characteristics. It complicates the problenof ensuring
the usability of computing algorithms for solving he systems of
equations formed from the results of measurementsf dhe flight
parameters. The traditional algorithms are based onthe
principle of consecutive execution of computing opations.
Therefore, the possibility of application of new inbrmation
technologies for the creation of algorithms with peallel structure
is investigated. It will allow to apply parallel canputers and to
increase speed of information processing. In thisase, there is an
opportunity to apply more advanced algorithms for tie control of
dangerous modes of flight. Such problem is solvedifthe aircraft
takeoff run mode. The new information technologies r@ offered
to be realized on the basis of symbolical combinatp computing
models.

Keywords. aircraft takeoff run, algorithm usability, flight
mode, identification, parallel algorithms, symboli@al combinatory
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I. INTRODUCTION

Aircraft flight tests are high-risk tasks, therefprspecial
attention is given to safety measures at all stagés
preparation for carrying out these tests. The regef
processing huge amounts of information over shortet
intervals during test flights demands using highigrenance

at the takeoff mode shows that it is necessarys® new
higher performance onboard computers and more addan
control algorithms. Such problems can be solved by
introducing information technologies constructed oovel
principles.

It is necessary to take into account that the $igteken
from the measuring sensors have smooth-changingciea
and such signals are difficult to process usingliti@nal
computing algorithms. It is a general feature éfoljects in
aerospace systems and it is dictated by the riéstrsc on
flight modes, which are introduced to ensure thghflsafety.

Therefore, the traditional algorithms related te ttentral
problem of information processing: solving the eys$ of
equations, generated on such low-dynamic signais,dut to
be inapplicable as they cannot preserve the nescdacy in
conditions when the matrix of the system is closebéing
singular. Such algorithms return false results taat lead to
making wrong decisions during the flight and durthg inter-
flight analysis. For this reason, the theoreticabdels of
identification suggested in numerous publicatiomgld not be
used in practical applications.

The structure of these algorithms is based on timeiples
of consecutive execution of computing operatiortseréfore,
they are not well suited for their realization inghn
performance parallel computer. From here followat tfor
creation of more advanced systems of onboard measunts
used in test flights, it is necessary to introdube new

onboard computers and more advanced programs deghnologies, allowing to realize parallel prinepl of
algorithms. information processing. On the basis of such telduies,
For example, the number of parameters that dest¢hibe essentially new computing methods can be createdatbuld
test flight and the behavior of the aircraft, therkvof the allow to preserve the high accuracy in conditiorfsil
glider and the onboard systems subject to measmtemeconditionality of matrices of equation systemstHis case, the
measured during the flight tests of the Americawraft B-1  development of adaptive computing models with adjie
exceeded 3000 [15]. It demands wider application cftructure, which can be realized by software methadd

mathematical modeling to accompany the flight testpossible.

According to experts, the use of such modeling vedlido
reduce the duration of the test phase by 30% anedace the
test-related expenses. Wider introduction of matteral
modeling at the flight test phase will also allawiticrease the
flight safety and to receive much more informataiyout the
characteristics of stability and controllability dfie aircraft
and also about the quality of functioning of thevnenboard
equipment in real modes of flight.

Special attention is given to the most dangeroudasf
flight, first of all, to the takeoff and landing mes. The
analysis of functions that are carried out by thetiml system
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Symbolical combinatory (SC) models were constructet
on the basis of known classical methods of enurnverat
combinatorics, but on the basis of giving the cotimau
algorithms the new properties possessed by detednin
combinatory operators. The validity of using sugipr@ach
has been confirmed by solving the problem of figdihe
inverses of almost singular 2@rder Hilbert matrices with the
100% accuracy. Earlier it was believed that solvewugh
problem is impossible for matrices the order ofchhéxceeds
10.
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Il. USING GRAPH STRUCTURES FORDESIGNING ALGORITHMS
AND SOFTWARE FORPARALLEL COMPUTERS

Processing large amounts of information during thst
fight demands the application of
computers. However, their capacities cannot be futilized
by traditional computing algorithms, which are lhsm the
principle of consecutive execution of computing rapiens.
Therefore, it is necessary to solve these problesitgy a more
integrated approach. High performance can be aetidy
using computers working on parallel principles, thén also
the computing algorithms must be parallelized. Bglvthis
problem was considered in the works of G. Burow] &me
solution was found in the development of new infation
technologies that use symbolical combinatory modélshe
execution of computing operations.

As the basic tool for enabling the parallel opematin both

From here follows, that the initial software shoube
created in the field of the arguments of such dpesa And
then, using only formal mathematical methods, haiaal

high-performanc®rinciples of formation of symbolical combinatoryodels

must be applied to obtain the software in a coragldébrm.

The possibility of using graph structures for reatiion of
parallel calculations follows from their propertiesf
regularity, recursivity, decomposition, and hietgrclt allows
to apply new information technologies to designvarsal
algorithms for processing of flight information tmoth the
systems of onboard measurements and the groundotont
systems used in different stages of flight tests.

Let's present the symbolical combinatory modelha torm
of address lexicographic combinatorial configunasioln this
model, we use the combinatorial operators developed
papers [5-11].

computers and algorithms, the graph structures weee that ~ 1h€ graph structures used in symbolical combinatory
allowed to solve ill-conditioned equation systen@raph Models possess the properties of regularity, redtyrs
structures possess the property of fragmentationl af€composition, and hierarchy. These propertiesvatitoapply
consequently they can be used for parallelizatforomputing  theé new information technologies for the formatiai
algorithms, which can then be used to improve th@niversal algorithms for processing the flight imf@tion both

performance of aircraft onboard computers usingwsok
methods. Performance in this case can vary oveda mange
and it is determined by the number of used proecesseor
their switching and work synchronization the saméching
addressing schemes that are used in graphs casebe u

in systems of onboard measurements and in the drommtrol
and measurement systems used at the flight tegssta

The symbolical combinatory computing model we shall
present in the form of address lexicographic couiral
configurations with the help of operatpDpv acting on the

For the central problem of algorithms — solving- ill SubmatrixH(r,L). Herer and L are the coordinates of the

conditioned systems of equations formed from ttmilts of
measurements of flight processes, a graph stryoidrieh is
created on the basis of symbolical combinatory rsgdis
used.

The advantage of the new information technologiasetd
on graph structures is that many different appreaaan be

used for optimization of computing operations. Thage The operator ¢Dpy(r, L) *q ™

allocated submatrix:

V(r,L)= ¢Dp\r,L)*q®

—(n 1

1
q "=(a.0.0) @

allows to determine the

chosen depending on the character of the probleingbe structure of the graph model and it can be destribe

solved. The main principles of such optimizatioowever,
can be specified. They are reduced to the apmicabf
methods of specification of multisets located i thraph
sections that allow to allocate their carriers gsthe SC
operators [10], [12] — [14]. Their use is facilgédtby the fact
that the problem is solved in the symbolical spafctegers.
It allows to realize the specification using the &éerators of

address switching [4], [9], [11], [12]-he system of switching

is formed in a separate working information space &
works in a mode of monitoring with the informatispace of
the objects processed in arithmetic registers. Qs of
switching are realized on the basis of the ordeiratkx
sequences.
operations, which are wusually used
algorithms, and to use determined and minimizedrélgms.

In the paper [1], [2], the methods for formation safch
operators have been developed. Their propertiesuitable
for carrying out the operations of optimization afmputing
algorithms. It was found that operations on ordamecherical
sequences, which are generated by these operatmshe
replaced with operations on the arguments of th8&e
operators [4], [10], [12].

analytically:

oGr{r, L): 5™ = pDpv* [pKe(m * G Jx
< @DPV* [pKe(m,)* G ...
.. x gDpv* [pKe(m, )* G ]
(2)

The sets in its sections are formed in view of ¢bés in the

previous sections using the residual principle described by

It allows to avoid the use of enumeratiéhe symbolical formula:
in combinatorial

Ko K
Ua™ = JioteKev ) :[i +2,G+2)....00])
i=1

i=1

k=n-(v-1) (3)

The expression (2) describes the graph in the fofna
branching tree. Therefore the SC model of the &lgor for
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determining the elements of the inverse has a fofrma :>[G(“)*Arang(n{“])J-[q)Fg*'d(“)J (10)
decomposition of independent fragments as grapiches.
It proves that the graph has a parallel architectwhich . L
can be used for representation of the algorithmsfwing The conjugate property of decomposition is observed
equation systems in a parallel form. 00y o [~ » ) —m)
The properties of the operatgbpv have been investigated gDvpgPerntr ) [q Arandr &L )}é a1
and the proof is found, that it possesses theifiljeproperties [~(n) . =0 H~(n) . T }
in relation to the multiset, allocating the carri€his property adk Arané((pDVp ' ) a Arané{l‘ j
can be used for the optimization of calculationgass with
simultaneous increase in its accuracy. Componehtims
containing the coordinates of the elements of thecated goDvp((pPerm*[(n))*[a(“)*Arangﬂ(n)@[(n))}:
submatrix are used as arguments of the operafipv . ) o) (12)
Therefore, all operations connected to the inversi6 the 3[5(”)*Aran{¢DVp*L ﬂ-[a(”)*/\ran((r ﬂ
matrix Y, first of all, of re-addressing operation, can be
executed in index symbolical space: The SC model possesses recursive properties that &b
- apply the methods of reduction of algorithm comjtiexor
* 5(n)
¢Dvp(Im9 *q™" = this purpose, we shall represent the product iplgtaanches
— g« Arang{va&(n) X[(n))} (4) inthe form of ordered numerical sequeft{en, n)[6]:
m —
Then we shall have: R(mn) = Zl pPerm {[¢KC(") "L n]* ¢Am9(zv)}
owp|pPerme T |+ 50 = 2, = gPerm [pPar() *m )
- - — It has the following property:
=g Arang{((pDvp* r("))@ L‘”)} (5) 9 PIOpETY
e 14)
G(mn) = O.m-1)® R(mn) (
On the basis 01ms=[‘0.n—1)xo‘0.n—1)] in the SC model,
the difference operatorgFg [1], [4] can be introduced: On their basis, lexicographic forms for Kroneckeoducts of
©) vectors can be generated:
6
oFg*q" = Hqi_qi ¢Hr(m)*1.n):> R(mn)
L(i=0) — —\ —
oIl r(m) *(1. n):> PKC(m) * [(1 n)— 0.m-1) ] (15)
(oDvp%wperm* ;(”))X[(“)}ka(n) - Using the above described properties, we have:
:[(ng(F(“))*a“)Ha(“)* Aran@((Wm @ Dvp(gPerm 1) * G(mn) =
- — 16
:gonv((pPerm*r(n))*[goKC(m)*(l.n)] (16)
(pDprn) x (gPermr L™ }*G(”) =
—() 4 ~ ~ - _
= [(ng(L My q(”)} : [q(“) * Arang(r ™ )] (8) ¢Dvp{(¢Perm* r(n))x L(n)}* G(mn) =
o (a7
oy = |y =) = q ™ Aran gonv(goPerm_r )
eDVps (pPerm*r* ) x (pPerm* L") t* gV = * [(pKC(m) *(1.n)]
“()y 4 =(n) T =(n) 9)
3[5”':9“ )*4 }X[w':g(l‘ )*d } Using the property of decomposition of the operatDpv,
we shall find:
- — L
If r"=m.m+(n-1) then the common multiplier is Dvp*[o (P p (”‘*”)]:GT-E (18)
allocated:

(pDvp{anerm* [(W—l)@ " ]}* g =
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[u]i= pDvprq, Y = gDpv{(Gnm)xo Gnm Y =
[F\]i: ¢Dvp* P, (™M (19) = [(prv*W(G(n,m))]-
| | JpopviGnmyxe anm fmo]
The coordinates of submatrices are used as arganoérhe @27)
operatorgDpv . -[(prV*W(G(nm))]
As them, we use the vectors made from the comperegnt
ordered numerical sequences [6]: From the derived expressions follows that the systems of
equations can be solved in parallel modes without the use of
G(nm) = (ﬁ)@ RInm) : the critical operations of division.
_ — N — From the expressions (16, 17) follows that they can be
[u]i:> ‘PDVp[(l-nX" Anm); )] Q; [h]i:> expressed as a decomposition, the fragments of whichean

(20) processed independently. Thus, the SC model of the
computing algorithm has a parallel architecture. Its stractur
can be changed flexibly by changing the parameters of
operators of the combinatory operators that are includéekin

= (pDvp(G(n, m) ixl._n)* P

Then the expression (1) can be written down inftiiewing

form: SC model. It allows to coordinate the architecture of the
algorithm with the parallel architecture of the computer gisin
(xm) p (mxn)
¢Dvp* [Q P J:> software methods.
= oSunt {[(pDvp@_rg])*Q](@ The model allows to obtain the solution in a scaled space

using numerically stable mathematical operations. The

®[¢Dvp(arg2)* P]} (21) solution can be expressed in the form of direct produtwof
matrices of the output results from the solution of the
mathematical model. And all further operations can beezhrri
arg,= I::LT]]XOG(nm) T out with the scaled data
_ . (22) The optimization of algorithms can be carried out on the
arg,= G(nm)xo[l.n] basis of methods of filtration in the information space of

address structures. This method is described for reatizafio
et's find the argument set fagDpv, acting on the product operations connected with the operations such as Cartesian
l[Q (m). g (mem) -W(”‘X”)] With the help of the vector products. The used method of filtration allows to obtain the
ims; = G(nm);xcG(nm) , we shall allocate a submatrix results in the form of canonical combinatory configuration

s(mm) ¢ M (™M Using (4), we find: [11, 10, 12, 14]. Solving practical problems of information
. , processing with the use of method of filtration automatically
arglgDpv* (S -W )| = [G(nm) ;xG(nm) TJM® results in minimized structures in which the carrier strudsire

— (23) extracted. The redundancy of the initial structure is minitchize
®o[G(r1m)><o(l.n)]W due to the calculation of numerical specifiers, and they are

found in a determined way, instead of using the metludds
combinatorial search.

Arg ((prv* M (m<m) ):> (24)
[ll. DEVELOPMENT OFALGORITHM FORCONTROL
The result of the influence of the operataddpvwe shall write OF AIRCRAFT TAKEOFFRUN IN THE TAKEOFFMODE
down as: OFFLIGHT TEST
B . This mode is the most dangerous at the stage of flight tests
¢Dpv* [Q(”X”‘) M (mem) «W(”‘X”)J: d"z-w of the pre-production designs of the aircraft. In thigagion,
[ T (25) the properties of the aircraft are unknown and mistakes in
= (& m)xe G(nm) }M decision-making about the termination of the takeoff in céise
emergency are possible. The performance of the odboar
_ . computers is not sufficient for realization of more advanced
d’= (/)DDV{[(]..I’])XO Ggnm ]}*Q and reliable algorithms for the control of the takeoff mode.
— — The task of the algorithm is to determine whether the adircr
[e] * . . .
W= (prv{[(l.n)x Qnm ]} w can, in case of emergency, use the braking to finishatkeoff

[Z]--:(prv{G(n,m)-Xo G(n,m)Tj}*M (mem) (26)  run within the limits of the remaining reserve of runway
Y ' length. Finding the solution is carried out in two stagest,Firs

it is necessary to calculate beforehand the change of the
parameters describing the course of the process offtakeo
under the actual conditions of the takeoff. Second, it is
necessary to compare the actual current values of the

Using the result (28) and the expression (18)\iH,find the
SC model for the inverse matrix of the dynamic pssc
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parameters with the calculated ones during the takeoff ruC, will increase as the pitch angle increases. It is necessary
and, if they diverge in an adverse direction, to give theaig o add the equation of balance of the moments relative to the

for the termination of the takeoff. ~ transverse OZ axis to the equation (28):
From that follows that there is a problem of creating a

mathematical model that simulates the process of takeoff ru d2v

of the aircraft with the calculation of the distance traveled on Iz —=

the runway and values of its first and second derivatilfes.

one. pf engines fails anq the Iength of a runway is not :qsg,[mzoerza Aa —m,°? ,ﬂ’_mzﬁ ,5j+

sufficient to carry out braking, the aircraft should contithee dt

takeoff. o Mo =N - (30)
During the takeoff run, it is necessary to compare the real P 1

course of process with the calculated one. The calculat

values of speed can be either calculated directly danegun e aircraft from the surface of the runway) is deteeuiby

or be calculated preliminary and stored in the memory lityN = 0 (the f f " f wheel h
onboard computer. The first variant of construction of thg1e equatityy = (. € force of reaction of wheels on the
éjrface of runway disappears). Until this moment, thié&ozd

control system is the most preferable, but it demand t of th ter of f the aircraft is nifiant
application of rather high-performance onboard Computerpovemen of the center of mass ot Ihe aircratt 1S msan

capable to solve in real time the differentejuation with ahd one can assume that:
rather complex structure of the right-side part. This is a
standard equation that was used in the development of

numerous modification of takeoff indicators. It is solwsing :

numerical methods and the dependence of speed frem EIhhe 's.ystem of equations (28), (29), .(30)’ (31) “T‘dg th

distance traveled is calculated for the braking and run maode condition of N =0 f:ompletely characterizes the longitudinal
The longitudinal movement of the aircraft during them(l):vrime?;gf teheuZ![irg:Zﬂ ((j;él)n%::je t(;lg()ﬁictﬂi‘gilows that the

takeoff run is divided into two stages. At the first stage, th q ’ . '

takeoff run is carried out on three wheels. At the sectage parameters of takeoff run depend on the weight of thueadir

of takeoff, the aircraft continues the takeoff run on ri&n and the Wl.nd speed, and the force of rolling reS|.s'tan‘ce 0
: wheels, which depends on the speed and the condition of the
wheels, while the forward wheel does not touch the seirbdc

surface of the runway. Other parameters are relatedeto th
the runway. . L .
aerodynamic characteristics of the aircraft and the fofce o

Accordmg'to th'?’ It is necessary to consider two baseengine thrust. From these equations, the dependenceseaf sp
systems of differential equations [16].

@ ; @) .
At the first stage, the pitch angle practically does not varx(t) and acceleratior(f)” on the distance travelex(t)

. . . . Va¥hould be calculated.
In view of this, the equation of balance is representethen :
. i The course of the process of takeoff run is determmed
following form:

the solution of the equation (1). As a result, the depwete
) x(t); x(t); x@(t) are determined.
E-d—ZX: P-qgS(Cyo+Cyg-0)—-F-N-0  (28) The parameters which are included in the differential
m dt equations (28), (29), (30), (31) are calculated by tmaputer
of the ground computer %le)nter a}r;)d the parameters of the
calculated course X(t); X (t); X*¥(t) of the takeoff
N =G—P(0+¢)-aS(Cyo~Cxo-0) process are found by solving the equation (1). They ar
dx (29)  transferred to the onboard computer of the aircraft befiog
:a—wx takeoff and then, in case of emergency, they are byettie
algorithm for making decision about braking the aircraft or
continuing the takeoff. In this algorithm, the real valués o
parameterx(t) ; x(l)(t) ; x(z)(t) , Which are compared to the
calculated values, are entered. The additional information
iabout the calculated valueX @ (X); X@(X); Xx@(x®)
can be entered into algorithm. These values are calculated
from the dependenceX(t); X (t); X@(t) by excluding
dx the parameter of time.
f= f(—j — the factor of rolling resistance dependent on The numerous indicators of takeoff patented in various
dt countries use different combinations of controllable
the speed and the condition of the surface of the runway. parameters. The choice of them is determined mainly by the
simplicity and convenience of measurement. More ofterethes
On the second stage of takeoff run, in the equationd@®y parameters are time, speed, and acceleration.
the factors of the elevating for€®, and the frontal resistance

%ﬂe moment of ending the takeoff run (the moment of lifting

Aa =AV—Af (31)

\Y

where
¢ — the angle of engine installation;
6 — the longitudinal slope of the runway surface;
N — the force of reaction of wheels on the surface ef t
runway;
F = Nf — the force of rolling resistance of wheels;
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Other drawback is that the acceleratidf (t) is not used ©f engine. They arise when engines are hit by extejetts,
Eq,r example, birds. In this case, the character of entjirust

as a controllable parameter in the algorithm. For control over . . R
Qries and the most sensitive parameter in this situatiotdwou

acceleration, the condition of a satisfactory course of tfl\; : ) .
keoff is x@ (1) > X @ (1) at tof ti But e the acceleration of the takeoff run. To find more reliable
takeoff is X' (t) > rasc(t) at any moment of time. BUt, 8S yyihytes for identification of such situation, it would be

it apparent from the equation (28), the acceleration cacessary to supplement the acceleration signals with the
instantly and rather strongly change, for example, becafis higher order derivatives. However, they are impossible to
wind gustsWy . Yet the gust of wind can have a shorimeasure using the onboard sensors. Taking into acdbait,

duration and it would cause a very small change of spesdnd perturbations can add to the engine thrust variattbes,
Therefore, the alarm signal about the termination of takeoffieasurement of the second and higher-order derivatives

will be false. So, there are two controllable valueg) and becomes impossible. However, the information about them is

a . resent in the signals in a latent form.
X7(t), and the actual dependence of speed on the dIStaIIi)C?/Ve shall consider the possibility to measure them using

traveled x® (x) needs to be compared with the calculated ongoftware of the onboard computer without the use of

If at any value of the distance traveled the conditioadditional hardware, by applying new information

x® () > X D rase(t) holds, the takeoff can be continued. If thigechnologies. Sqlving the equations (1-4) together Wi.th the
gathered empirical data allows to create a provisional

condition is violated, it is necessary to stop the takeoff. ependence of the change of aircraft speed at theftakeo
The parameters specified in the equation (28) are erimared?or the given type of aircraft. It can be expressedef@mple
the onboard computer. Most of them are entered froen tgsadependence of the following type: '

ground control measuring systems. But the value of the

distance traveled on the runway, the speed of takeofundn (1) ._ .
the acceleration more often are determined by the onboard a,ot)" = K-expla-t)-(sinf-t)+
computer of the aircraft. For measurement of the distance +005(50't)) (32)

traveled and traveling speed, the aircraft is equipped with
various sensors. For the measurement of the distanegetdav The coefficientK is determined by the efficiency of the
the ground systems are used as well, measuring the distaaitcraft engine. The dependence (32) in this case is not an
from the aircraft to the transmitter located on the continoati®bject of research. It is used only as an auxiliary tool fo
of the axis of the runway. However, in this case, bigeeses carrying out the mathematical modelling. It serves only as
for aircraft equipment are required. Therefore, morenpftemeans of the proof of advantages and opportunitiesarsé m
independent ways of measurement are applied. advanced algorithms. They can be realized on the basis of
The mentioned drawbacks of the traditional contrgpredicting functions which allow to the calculate values of
algorithms of takeoff mode in many respects are detedninigher-order derivatives. For this purpose the functionthef
by the fact that they do not use full information about th&llowing kind are used:
takeoff characteristics of the aircraft. In particular, the
information about the value of the second derivative is not (p(t):a0+a1t+a2t2+~~~+amtm (33)
used. Therefore, in algorithm, because of the effeabafe in
the form of short-term wind gusts, an important logicalf it is possible to determine the coefficients (33) from the
condition on the satisfactory course of the takeoff processperimental measurements of the speed of the takeofffrun
x(t)@ > x(t),? is not used. Instead, a more simple conditiofe aircraft then the values of derivativeskgh order can be
easily derived in an analytical form:
x(t)® > x(t),Y is used.
The analytical expressions for definition of parameters —g(t)® :ak'bo,k+ak+1’b;l.,k't+ak+2'b2,k't2+~~~+
x(t) ; xP(t) ; x@(t), and also higher order derivatives for the
modified algorithms, we shall find proceeding from the

condition of filtration of noise, among which short-termtgus
of wind prevail. Here the adjusting coefficients turn out as product &fgers

From the analysis of the conditior(t)® > x(t),® used in ©°f & factorialkind. . L
ys! ttior(t) 0o u ! The operations with such functions were examined in [7].

traditional algorithms, it is clear that it possesses little NOisgqir pasic property has been revealed: they are not
tolerance. The additive noise in the sensors can lead JQmerically stable. This property is marked in the majasfty
significant errors. In addition, such algorithm does notpss publications. In particular, it is marked in [22, 23]. Theref

the necessary predicting properties that would allow taking practice, orthogonal functions and Chebyshev polynismia
into account all tendencies in the development of the take@ffcaq on trigonometric functions, more often are used.
run process. For example, at this stage it would be deStmblehowever, from the analysis of dependences (32) folldiet,

f'_nd out all .the tender_10|es of changes in the work of thL‘fﬁey do not contain components of a trigonometric kind and it
aircraft_engine. ESPeC'a”y dangerou§ are th,ef deeS Whelh jead to significant errors. Therefore, there is onlg on
there are emergencies related to the irregularities in the work

+ 8 Dyt (34)
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solution — to expand the opportunities of application of
functions of a kind (34). 15 ' ' ' '
The nature of computing instability is connected to the
limited possibilities to invert Hilbert matrices, which arise in 100~ i

such problems. It is considered, that it is impossible torinve
Hilbert matrices with order higher than 10th. However, the o
application of the new information technologies based on 50 - T
symbolical combinatory computing models, described by
graph structures that are described in the Section Il, allows A A A A
substantially lower these restrictions. Their efficiency has 0o 2 4 6 8 10
been proved in the paper [21] in which an inverse Hilbert
matrix of the 20th order has been calculated with the 100%
accuracy. Fig. 1. Dependence of the aircraft speed from time
It allows to speak about an opportunity of use the functions
(34) for improving the algorithms for control of the aiftria

S% (m/s)

i (sec)

the takeoff modes. According to [21], their coefficientsudtio 4
be found from the condition of the filtration of additive noise
in the signals measuring the speed of the aircraft takaoff 20
that should be obtained in the form of function (34). It $etad
solving a problem of the form: S (m/s g
5 (k+1): (1— T_r)fl.(l— T\_/) - 20

)= 2 e (] (@) 4

From here follows, that in a sliding mode of time on an i1 (sec)

interval (t; ---(t; + At)), the parameters of computing stability,

for examp|e' the characteristic of Conditiona”ty [3] or vabdie Fig. 2. Perturba}tions caused by the work of theraft engine (dependence of
the determinant are functions of time of the processrofadt the change of aircraft speed from time)

takeoff run:

Cond(r -1 |= f(t) 00— 71 1
def(r -1)|= £,(t) (36) 150 =
They can vary in an unpredictable way, and, consequént SQ (m/s) 100 - .
is necessary to apply special measures for the stabilization -
computation. The dependence (32) was calculated for the 50 | -
parameters:
| 1 | |
0.1 0.21 0 2 4 6 8 10
a:= = .
0.07 2 i (sec)
1 0 Fig. 3. The filtered signal of the aircraft speed
0.1 0.21
a:=| —0.0341 0.042 (37) TABLE 1
THE DEPENDENCE OFERRORS OFDERIVATIVE CALCULATION
-0.01223 -0.00296 FROM THEDISTANCE TRAVELED FOR10 SECONDS
—0.0006 -0.00286 ' M) (1) 46 (1) o7 (1) 8 (1)

Here the second coefficients of the vecwiend @ have been | 5% 3.757 0.2711 0.0157 0.0061 0.1968

used for modelling the occurrence of short-term chamgése
aircraft engine thrust. Coefficients of the vectocharacterize

( ) 32.26 4.7295 0.4295 0.0411 0.0706
the dependence of the derivatives on the function (32¢. T SJ/O(X(t)<3>) 3343.7 295.5063 36.3638 3.3328 3.2004

Fig. 1 and Fig. 2 show the change of speed of the #ircra
within 12 seconds of the start until the moment of liftoffnfro | &%
the runway. In the Fig. 2 the effect of the short-telhanges
in the aircraft engine thrust on the aircraft speed is show

4990.5 1314.0096167.6249 25.8745 3.2004

42608.59580.54553304.3595377.357884.8902
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In Fig. 3, the filtering properties of algorithmeashown. [l
The calculated characteristic practically coincideish that
shown in Fig. 1. It demonstrated that the shomatehanges in
engine thrust were not critical and could be causggmall [7]
deviations in the fuel dosing equipment in the raifttengine.

The percentage of RMS of the errors of derivative
calculation within 10 seconds are shown in the &dblFrom
the data in the table follows, that the 4th orderitive can (8]
be determined within 3% using the function (34)edjhth
order.

(9]
IV. CONCLUSIONS

The new information technologies based on the use 0
symbolical combinatory computing models allow teeate [10]
parallel algorithms for identification of dynamic
characteristics of technical objects. In this case possible [11]
to use high-performance computers, working in pelral
modes, for processing the flight information at thiecraft
flight test stage. The increase in performance oboard [12]
computers allows to use more advanced algorithmstHe
control of aircraft takeoff run. Parallel algoritsncan be
created on the basis of graph structures. They egess|13]
hierarchical structure and can be represented enfadhm of
decomposition into independent fragments. It alloves
improve the usability of algorithms for solving-dbnditioned [14]
systems of equations and to increase their nolseatuce.

Use of the offered new information technologie®wal to
gather additional valuable information about theodgnamic [15]
characteristics of the aircraft and about the attersstics of
its equipment. It will not require the use of anypensive
hardware. All advantages are achieved due to tleenesv [17]
algorithms and software in the onboard computérldws to
reduce the duration of flight test cycle and touesl the [18]
expenses related to the development of new airdesigns.

[19]
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Janis Grundspenkis, Geradijs Burovs. Informacijas tehnolgsijas lidmaSinu eksperimentilo moddu testa lidojumiem pared#to algoritmu un

programmatiiras izstradei

Rakst apskétta iesgja izmantot jaunas inforigijas tehnolgijas sigralu apstédei lidma3nu testa lidojumu lak Ta ka lidojuma reimiem ir sgka stingri
ierobeZojumi, lidma®as un ds aptkojuma parametru identifiicija tiek veikta sitécija, kura dinamiskie raksturojumi ir gti noverojami. Tas apdiina
veiktsggjas nodroSiaSanu skalbSanas algoritmiem, kas parétizo lidojuma parametriem veidoto viatojumu sistmu atrisimSanai. Tradicioflie algoritmi
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balsts uz daribu setgas izpildSanas principienmatie] tiek apskata iesgja izmantot jaunas inforagijas tehnolgijas algoritmu ar paralu struk@iru radSanai.
Tas lautu izmantot parallos datorus un palieli# informacijas apstides atrumu. Tada gadjuma bitu iesgjams izmantot efektakus algoritmus istamo
lidojuma reZmu vadbai. Rakst Sis uzdevums tiek risits lidma3nas ieskrieSais pirms pacel3as gaid procesam. Ja@sn informacijas tehnolgijas piedivats
realizt uz simbolisko kombinatorisko skeifanas mode pamata.

Snuc I'pynacnennkuc, I'ennagnii Bypos. UndopManuoHHble TeXHOJIOTHH CO3AAHHS AJITOPHTMHYECKOT0 H INPOrpaMMHOIO odecredeHHs] JeTHbIX
HCNBITAaHUI caMoJ1eToB

Hccnenyroress BO3MOXKHOCTH HCIIONIb30BaHHS HOBBIX MH(OPMAIMOHHBIX TEXHOJIOTHH Uil 0OpabOTKM CHTHAJIOB Ha 3Tare JIETHBIX MCHBITAHWI CaMOJIETOB.
ITockonbKy Ha TOJETHBIC PEXKHMbI HAK/IAJBIBAIOTCS JICTHBIC OTPAHMYCHMS, HICHTH(UKAIMS apaMEeTPOB caMoJieTa M ero o0OpY/IOBaHUS OCYIIECTBIACTCSA B
YCIOBHSX IUIOXOU HAOMIONAaEMOCTH AMHAMHYECKHX XapaKTEPHCTHK. DTO YCIOXKHSCT 3aJady oOecredeHHs: pab0TOCIIOCOOHOCTH BEIMUCIUTENIBHBIX aITOPHTMOB
pelIeHns CHCTeM ypaBHEHUH, GOpMHUpyeMBIX [0 pe3ylnbTaTaM H3MEPeHUH IOIETHBIX apaMeTpoB. TpaJuIMOHHbIC AITOPUTMBI OCHOBAHEI Ha IIOCIIE[0BATEILHOM
TIPHHIUIIE BBINIOIHEHUS BBIYMCIMTEIBHBIX onepanuid. [lostoMy uccienyercss BOSMOXXKHOCTh IIPUMEHEHHUS HOBBIX MH()OPMALOHHBIX TEXHONOTHH JUIs CO3JaHMUs
AJIITOPUTMOB C NAPAJUIEIFHON CTPYKTYpol. DTO HO3BOMUT NPUMEHUTH Hapamtensusie 1IBM u yBennuuts ckopocTs 06paboTku mHGopManuu. B atoM cioydae
HMeeTCs BO3MOXKHOCTb IIPUMEHHTH 0oJiee COBEpIICHHBIC alrOPUTMBI yIPABICHUS OIMACHBIMU PeXKHMaMH rojera. Takas 3aada pemaeTcs AT pexxuMa pasbera
camorera npu B3iere. Hoble HH(pOPMAaIMOHHbIC TEXHOIOTHH MPEJIaraeTcs Peain30BaTh HA OCHOBE CUMBOJIBHBIX KOMOWHATOPHBIX BEIYUCITHTEIBHBIX MOJICIISX.
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