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Practical Inapplicability of Identification Models
That Use Gradient Methods for Parameter
Adjustment
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Abstract — In this paper, it is proved that calculations in
identification models described in literature are @ne in the field
of small numbers at the presence of high level ofrse. It does not
allow to obtain reliable estimations of the first ad second
derivatives of the Hessian matrix and to determinghe movement
on the gradient in the direction of decrease of théunctional of
discrepancy of difference equations. Therefore, thenethod does
not converge. It is based on replacement of diffenee equations
with Diophantine equations. That does not give advdages; the
solutions are characterized by algorithmic uncertaity and yield
numerical results with an abstract content. Their pactical
application is impossible without additional decodag. However,
it is not done, and the process of identificationsiincomplete. Any
introduction of additional operators in the model,as it is done in
stochastic models, leads to structural methodicalrers and, as a
consequence, to creation of false extrema in funonial of
discrepancy. This leads to biases in parameter estations,
resulting in numerical results which correspond to physically
impossible objects. Analysis of convergence of grieht method
on the basis of increasing the number of equatiorfermed on an
interval of transient process cannot give reliableconclusions.
Because of the non-uniform attenuation of its parl
components, the stationary character of behaviour fodifference
equation solutions is violated. Their chaotic fluctations lead to
fluctuations of discrepancy functional. It contradicts the
stationary nature of the identified object and prowes the practical
inapplicability of the model. Application of methods of statistical
hypothesis testing with the use of various laws gbrobability
density distribution in conditions of calculations with small
numbers leads to additional distortions of obtainednumerical
results. Recommendations about the organization dest modes
of identification and application of alternative mehods for
realization of decoding methods are also given.

Keywords— structural errors, identification models, gradient
method, discrepancy functional

|. PROBLEM STATEMENT

Automated control and diagnosis of technical olsjeein be
realized by using computers with efficient softwdre[3], [4],

adjustment of coefficients of difference equatians created.
Practically, difference equations turn into Dioptiam
equations and the procedure of identification iduoed to
adjustment of their coefficients using iterativegedures [17].
The discrepancy functional is formed in the fielfl small
numbers at the presence of high level of noise.réfbee,
optimization of parameters is not achieved as ttleeaable
extremum is a false one, and it leads to unpredeta
displacement in parameter estimations. In suchscasially
the computer gives a message about terminatioorapating
process because of a singular matrix. But in pracit usual
does not occur as the computer is not capable terrdime
whether it processes useful signals or noise.

In [13] — [16], procedures of identification areciomplete
as they end with the calculation of estimationsaéfficients
of difference equations. However, they have an rabst
content which is not connected to the physical @dadof the
identified technical object. Continuation of iddit@tion —
their transformation into parameters of analog ctgdransfer
function therefore is necessary. That is, the ptoce of their
decoding should be applied; however, it is not d@exoding
is necessary, as well, for the reason that ope&stieith
difference equations are carried out in the fiefdsmall
numbers, where the negative influence of singutaasons is
especially large.

Application of procedure of decoding is necessalso a
because obtained estimations of coefficients ofedshce
equations are nonlinear functions of the sampliagga T of
transient measurement. Therefore, they are noterkl® the
physical parameters of object and have abstractnimga
However, authors of works on identification do ditcuss the
problem of decoding. In [13], [14], it is offered talculate the
estimations of coefficients of difference equatiomghout
mapping them into the parameters of object’'s an&lagsfer
function. These estimations are not even transfdrim® the
roots of discrete characteristic polynomials. Theglculation

the importance of this condition in the problem oféads to computing difficulties as for steady oljethey are

identification of characteristics of space comptexa the

located in a limited compressed area of the rightt u

stage of flight tests has been shown. In this sthgeause of Ssemicircle of the complex plane. Therefore, thepasation is

flight restrictions and safety conditions, thereaisignificant

deficiency of dynamism of processed signals. Tieesf

during an important stage of identification — sotyiequation

poor, and restoration of the analog transfer fomctrom them
is complicated.
This problem is ignored in [13], [14] where it ifaiened

systems generated from results of Signa| measurtsmen that these roots are located outside the unit ecir@uch

singular or near-singular situations are created.

statement creates erroneous impression about thmad

Such situations arise during formation of discreyan separation and creates illusions about the easprasftical

functional, on the basis of which the gradient pahaes for
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application of identification models. In reality,is different.
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In conditions when computing operations are madaerfield
of small numbers at the high level of noise andicstral
methodical errors, algorithmic uncertainty in reations of
identification procedures is created. In such coowf,
application of methods of statistical hypothesistitey with
the introduction of various probability distributi® of

Identification of linear objects will consist oftémation of
parametersa m*, bm* , dandc,, [13; p. 27]. In (),
symbolsG(q) andH(q) designate operators of object and noise,
correspondingly, in form of rational functions. Jheirn out
by discretization of initial analog transfer furaets W(p) and
H “(p) on the basis of operation of Z-transform. The nhode

disturbances does not solve the problem of prdcticaf noise is represented as the result of filtratémvhite noise

application of identification models — it even cdioates the
problem.

Practical applications demand using results oftifieation
that are clearly enough related to the coefficiarittechnical
object's differential equation. They are used a ttesign

by the operatoH*(p) . The operator of noiseél(q) is not
precisely determined and is introduced into the ehdtbm
aprioristic data on the basis of subjective assiongt

Thus, because of introduction of additional opesato (1),
there are additional coefficients in (2) and (3).the opinion

stage, and also at the operation phase for carrging of authors, by applying method of gradient searcn f
preventive and repair work. Development of speciastimation of coefficients in the direction of mimim of
mathematical approach of symbolical combinatoryresl discrepancy functional of equation systems, it ésgible to
models was necessary for deriving analytical exgioms obtain reliable estimations of parameters of objecd

connected to the solution of difference equatidi®e results
obtained on this basis [1], [2], [5] have confirmprhctical
inapplicability of identification models based oterative
gradient-based search procedures for parameteragins. In
this paper, influence of structural methodical esroon
practical application of identification resultsinvestigated.

Il. OPERATORBASED DESCRIPTION OHDENTIFICATION MODEL
AND ANALYSIS OFMETHODICAL ERRORS

Introduction of additional auxiliary coefficientsn i
difference equations, based on subjective assunmptas it is
done in various kinds of stochastic models, is
mathematically incorrect approach. Unreasonableaesipn
of the dimension of system of difference equatifiis [2],
[10] leads to disruption of balance between therim&tion
content of difference equations and their orderlettds to
occurrence of singular situations during inversioh the
matrix of equation system and to reception of uabdd
results. In [13], [14; Eq. 2.20], the following faula is used
for description of various models with additive sei

y(®) = G(q)u(t) + H(qe(t) 1)

Here, {e(t)} is a sequence of mutually independent random

variables with zero mean and dispersibn The symbolq is

used as the designation of discrete time. On iséspaystems

of difference equations [13; Eq. 1.2.1] and [14; Ed 4] are
formed and solved:

N
Y+ ap yin-m=
m=1

N N
=Y bypun-m+>" d,"En-m) )
m=0 m=0
yt)+asy(t-D+--+ap, ylt-ny) =
=but-2)+---+b,,ut—ny,) +et) +
+ce(t-D+--+c,&t-n,) 3)

characteristics of noise.
Additive noise

€p) = H(P3(p); H(p)=—rlP)

Qu(p) @
is summed with object’s output signgik., (p) :
y(P) = Yxw(P)+€(p) (5)
Rx(PRw(P)
=W(p)- - X w
a Yxw (P) =W(p)-X(p) 2 ()-Qu(P) (6)
v(p) = Rx(PRw(p) , Ru(p) @

Qx(P)-Qw(p) Qx(p)

Using the method of decomposition into partial fiGrs,
we get:

(p) (p)+€(p) NEX-(—)SX |
= —+ - +
Y (P)=Yxwl(P p 2 p+ay,

< Sw i Sk i

+z(p+%i)+§(p+%i)

i=1 i

(8)

NH

Here coefficients of decomposition are residuefsioétions
of complex variable:

_ Rx(p=-ax)Rw(P=-2x;) {(maxo

S, = HD=—a..
T Qup=—ay) 0 (P) }(p ax')} ©

o _Rx(p=-ay)Ru(pP=-ay) {(mam)
Wi — :

HD=—a.
Qx(P=-ay) %(p)}(p a”')}(lo)

(p+awi)

(D=-a,.
O }(p aN.)} (11)

Sy i:RH(pZ—aHi)'{
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We use symbols denoting operation of Z-transform:

FAT)*y (p) =
N X SX i z NW

i=1 (Z_QXi)+z

i=1

Swiz
(z-awi)

HiZ

(Z_qu)

NH
3

i=1

= (12)

Here, in the operator, the dependence of paraméié)s
from sampling period of signals used for formatadrsystems
of difference equations is designated. Thus, skfsotes of
analog operators are mapped into sets of discretesp
according to the rule:

Exg(T) * {5 M Ja "™ Ja H(NH)}:>
=@ UJa ™ Ja .|

Analog poles of stable physically realizable olgeetre
located in the left infinite complex plane. At theansition
from differential equations to difference equatiotiey are
mapped into discrete poles located within the pasit
semicircle with the radius equal to one:

(13)

EXp(T) * ay; = |d x ;= explay - T)]
EXp(T) * &y; = |[dwi=exptay; - T)]

EXp(T) * &y = [ai=exptay; - T)] (14)

The statement in [13] that they are outside thé cingle is
erroneous. It hides the computing difficulties imgs at
realization of identification models with gradiemethod for
parameter adjustment. For example, during solvingystems
of difference equations that are near-singular,rethare
situations when poles corresponding to their coieffits
appear in forbidden areas. It is a sign of inafility of
identification algorithm. Obtained numerical resuttave no
physical interpretation and cannot be used in pralct
applications. Such kind of situations is typicdhey arise
because operations with systems of difference eanstare
carried out in the field of small numbers at thegence of
high level of noise. For this reason, carrying falitprocedure
of identification with application of algorithms rfalecoding,
mentioned in the previous section, is necessary.

Finding the common denominator in fractions of (1&g
have:

FAD)*y () NZX](—)SX =

*y(p) = +
i=1 Z—0Qy;

W Sw i Z

i=1 (Z_q\Ni)

HSy,z

+Z(Z_QHi)

i=1

_ R2)
Ce)

+

(15)

So the analog characteristic polynomial

NW NH

H(p+6\mi)'H(p+aHi) (16)

i=1 i=1

N X
Q(m=]](p+ax)

i=1
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is mapped into discrete polynomiB(z) on the basis of the
rule (14):

FAT)*Q (p)= B(2) 17)

N X NW NH
B(z)=[]_[(z—qu)][H(Z—qu)]'{H(Z—qHi’] (18)
i1 i=1 =

B(2) =Bx(2)-By(2) By (2 =
NX O (W ) (NH _
2{2 ﬂXiZ')'(z A/vizlj‘(z ﬂHiZ'] (19)
0 i-0 0

Transients are described by the following function:

N X
Y(to+kT)=zC><i Ay

i=0

NW NH
+ZC\Ni'QWik+zCHi'quk (20)
i=0 i=0
Cx i =Sxi-exptby to); Cuvi = Syi-expthy; - to);
Chi=Syi-expthy;-ty) (21)

The system of difference equations is formed frdm t
results of measurements of process (20):

D B Y(tor JT) ==yft o+ (n+DT]
j=1

Zn:ﬂj Yt NT+jT) ==yt o+ (N+n+DT]
j=1

n=NX+ NY+NH (22)

It will be consistent and its discrepancy will bera if the
values of its coefficients are formed from the dioefnts of
the characteristic polynomial (19).

lll.  ANALYSIS OFUSABILITY OF GRADIENT METHODS FOR
ADJUSTMENT OFPARAMETERS OFIDENTIFICATION MODELS

In [13], [14], it is stated that optimum estimatiorof
object's parameters can be found by finding theimmim of
discrepancy of equation systems (2), (3):

g[ﬁ(nT),,_B} — YnT) = Y(nT) 23)

The difference between the real transient andatsutated
value y(nT), which is determined from the estimatigh of
the solution of system of difference equations (28)used.
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Conformity of adjusted model to the object is estied by the
criterion:

3= {o | s(uom. )| (24)
Here, u(nT) is the vector of observations,is the symbol
of population mean. The criterion (24) usually ®sen in the
form of the square-law. In [13], [14], it is statetthat
improvement of quality of identification is achieveby
decreasing the value of (24) on the basis of apfdin of
gradient methods that minimize the value:
Ete 2(N)f= E{y(N) - 9 (N)]? (25)
It is assumed that the method converges and impreme
of estimations is achieved with the increase ofitherval of
observation(t - --t) .
In [1], [2], [5], an analytical expression for elents of the
inverse matrix of the system (28 =Y L yhas been found.
It was proved these elements contain, as coeffigigmoducts

of distances between discrete poles of operatoishwimave
been introduced into model of identification (1):

[\(71erE B, x H - Awxry - Ooxr (26)
KW
Ow,x H :H(qu_qu)'
fui
KX KH
'H(QXj—QXi)'H(QHj—qu) (27)
i i

KWX KWH

HW(XH):H(QWj—QXi)'H(QWj—QHi) (28)
jni ji

KXH
0 x1y = H(qu_qu)

Jos

(29)

The number of coefficients in each of these exjpoesscan
be calculated using formulas like this:

(NW —1) NW

KW = (30)

As all poles of stable operators, irrespectiveheirtorders,
should be located in the same limited area of tgkt runit
semicircle, the distances between them will deerewith the

increase in dimension of operatdrentered in (1). It can lead

to decrease in the degree of separation of polek tan
algorithmic uncertainty of restoration of analogansfer
function.

For example, if the orders for X, W, and H are adowgly
2, 3, and 2, the total number of factors in (27) e equal to
21. For the most typical situation, the maximaldibte value

of differences can be assumed to be equal to (his,Tthe
area where operations with diference equationsraesstages
of computing process are realized can be charaeterby
numbers approximately equal to 81 In particular, such
numerical values can arise at calculation of deitgaints and
minors of the matrix of equation system (22). Ih ¢astify to
computing difficulties of realization of gradientethod for
search of estimations of object’'s parameters. Faldeema
can be formed at the formation of discrepancy fionet of
equation systems. In the field of such small numbéris
practically impossible to find reliable estimatiookthe first
and second derivatives of the Hessian matrix offtinetional
to determine the correct direction of movementrengradient.

As the solution of system of difference equatioB8)(is
realized in the field of small numbers, a smalluealof its
discrepancy cannot guarantee the reliability of aotsd
estimations. Therefore, small values with which thethod
operates cannot be an indicator of convergenceradient
method.

However, the main problem is that the occurrencedadlel
of structural methodical errors, because of intobidun
additional operators, leads to occurrence of afalgremum.
It becomes the reason of significant displacemefit o
estimations of object's parameters. And the obtiine
numerical results will have an abstract value anidl w
correspond to a physically impossible object. Suebults
cannot be used in practical applications.

Let's consider this problem in more detail. We khal
introduce additional functions for studying the @ale of
system of difference equations:

oW (K) =Gy - Qi () - ™ (31)
Qwi(®) = low S awi“Saw Eeaw T (62)
o X (K) =Cy; -0 x (k) - ™ (33)
oH(K)=Coi -G s(K) 2™ (34)

The vector« ™ designates one of the solutions of the
system. The imbalance of the system of differerqgations
can be determined using the formula:

NW L Nw T
He = ZC\Ni'QWi(k) +Zcxi'QXi(k) +
i=1 i=1

NW
+ZCHi'QHi(k)T}E(m) (35)
i1
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From the vectora™ , we shall generate discretethe distances between them must decrease. Therdferarea

polynomialA(z) Then it is possible to represent (35) as:
w K
Ay :ZC\Ni Owi AZ=0Awi)+
i=L

NW
+zcxi'quK'A(quXi)+

i=1

NW
+ZCHi'quKA(ZZQHi) (36)
i1

Let's assume that the solution of system of diffiese
equations has turned out such the{™(z) contains discrete
poles of the object and the input signal (18):

AM(z) =8, (@B, " v "M@ @37)

Then the local discrepancy is determined usinddhaula:

NW NW
He = CHr'quK{H(qu_qu)'
i-1

r=1

N N H
’H(qu_qu)H (qu_V r)}
i i=1

X
(38)

=1

Here,v , are the poles of polynomiat N")(z) . Then,

the criterion (25) can be represented as val(e ™). The
square-law form is used:

Efe 2(N)}= [u(N) ™ 1(N) |/ N

From here, taking into account the expression (88is
possible to draw the following conclusions.

Here, the extremum used for adjustment of parameter
wrong. Really, in the situation when optimum estiors of
parameters of the input signal and the object hbeen
achieved, the extremum has not been achieved yedhes
discrepancy is determined by the value (34). Gradsearch
will proceed, and that will lead to displacementlod already
found correct estimations of parameters of thetigmnal and
the object. It is most probable that correspondiogthem
discrete poles will be displaced into the left rtagahalf of
the complex plane, that is, into the area of plalbic
impossible objects.

It was mentioned above that estimations of discpeties
should not go outside the area of the unit rigmisicle of
the complex plane. From [1], [5] follows that thamber of
factors in (34), the absolute value of which ar@agis less
than one, grows nonlinearly with the increase ef dinder of
equation system. It happens when additional opeyatoe
unreasonably introduced in the model, which meansehse
in the number of discrete poles. It leads to furtieeluction of
value (38). Really, as the poles irrespective @ifrtiguantity
should remain in the same limited area of the saihicircle,

(39)

72

where arithmetic operations are done is even mareowed,
and the range of calculations is determined by lemal
numbers. It leads to increase in the degree ofutanigy of
matrix of equation system (22) and to increasehanlevel of
errors in solutions of equation systems.

It also means that the level of noise at the cattah of
discrepancy functional (35) grows. In such cond#gioit is
practically impossible to calculate elements of thessian
matrix [14; pp. 246-249]. Realization of methodgoédient
search becomes practically impossible.

Physically, the gradient method, which is basedesting
various combinations of parameters of system dedihce
equations, is a method for solving a system of Dépine
equations [17]. However, unlike their classical risdwhich
are formed in the field of integers where restiet on
solutions in the form of the greatest common disddere used,
here such restrictions do not exist. Therefore,véngation of
coefficients of difference equations in the field small
numbers with the presence of strong noise will ieadbstract
numbers that have no physical interpretation anthatbe
decoded.

IV. AN EXAMPLE

y(P) = Y1(P) + Y2(P)

0.0167 -59524 103

yi(p) = 016 s
0025 -0.0357
Y2(p) = D+l + W
%(2) = 0.0167z  -59524107°
Z—exp(E6T)  z—expE9r)
0025z —0.0357z
Y2(2) = z—expET) i Z—expE2T)
The discrete characteristic polynomial, poles,

coefficientss where determined for = 0.1 s.

B(2) =[z—exp(6T) |- [z—exp(aN)]-[z-exp(T)]-[z—exp(2T)]

4 3 2
B(2)=2"+ B 4377+ B 422"+ B nZ+ P 40

B2y i

B2y

15

Fig. 1. Change of coefficients of discrete polyialrfor 2™ order model

and
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Fig. 2. Change of coefficients of discrete polyialrfor 4" order model

From Fig. 2 follows that when the order of the mod
matched the number of components of the transidm,
coefficients where exactly determined on the ihitierval.
However, when two components attenuated, coeffisie
started to fluctuate and errors rapidly increased.

There is a methodical structural error that ocdwesause
the dimension of system of difference equatiorggésater than
the number of significant partial components. lis thase,
structure has non-stationary character and it shimwshe
occurrence of fluctuations of estimations of caséfints of the
discrete polynomial.

If from the very beginning the structure of modelthe
order of the system of difference equations is tgrethan the
number of partial components in the transient (By.then
fluctuations of coefficients of discrete characttci
polynomial began from the very beginning of forroatiof
equation system. From Fig. 3 follows that redeifimt of
model’s dimension (the order is equal to 5 and cmsnatch
the order of the initial polynomial) leads to ndat®nary
behaviour of system’s solution from the very begign
starting at the first steps.

1
BSO,i 1,
- "
5 ok W |
1Li O /AN
- " \\
; AL
52,i ",/\\ ,
1
1 \ N AN -
| . - - >
BSs ; o_‘\/ AV "]
- \ A \\ N e
p5, - \\t’ \\ 7 N T
4, i p/ v
. | | | |
"0 2 4 6 8 10

Fig. 3. Change of coefficients of discrete polyialrfor 5" order model

The obtained experimental results confirm that gdess
change of the structure of difference equationsgluding the
introduction of additional coefficients, leads toetmodical
structural errors. They are the reason of inapbiiita of
identification models of based on iterative gratlierethods
for search of reliable estimations of parametergechnical
objects.

V.INCREASING THERELIABILITY OF IDENTIFICATION WITH THE
APPLICATION OFALTERNATIVE METHODS

That fact that the transient contains partial congpts with
frequencies and factors of attenuation of the ingigmnal
demands taking them into account in the formulabadénce
of system of difference equations. Therefore, atiogrto (18)
and (19), in test modes, it is necessary to takasores for
neutralization of structural methodical errors tbah arise for
this reason. These questions were examined in[fl]in
egeneral, and also for concrete practical casesekample, in
[3], the method of using special test impulse saqas for
identification of characteristics of space comptexa flight
Mtest stage was examined in view of safety requirasnef
flights. However, it is necessary to take into astothe
negative influence of singular situations arisingcomputing
algorithms which generally are ill-conditioned. tast modes,
it is advisable to use alternative methods of ifieation, one
of which is the frequency domain method. Its adagetis
greater computing stability and noise stabilitycmmparison
with time domain methods. The comparative analysis
results will allow to draw more reliable conclussoabout the
practical suitability of results of identificatiotdowever, for
this purpose, the results obtained using alteraathethods
should be transformed into a uniform form, for exdaminto
the parameters of analog transfer function of abjep).

Such transformations for frequency domain method ar
based on formulas:

W(jw) = RW(jw)]+ j ImW(jw)]

W(jo)=U(w)+ |V (w) (40
The values amplitude and phase characteristics
A(@) =U(0)? +V(0)*; 9 = arct{%}
a
U (@) = A Xosp; V(@) = A@)sing (41)

are determined from tests.

The structure of operatoW(p) is usually known from
design results. Further we use system of relatisegarating
in them real and imaginary parts:

[L1+ D ()] + D ,(@)
[1+G y(@)]+ |G )

W(jw) = (42)

ml ) ) m2 ) !
Dy(@)=) (-)'dz0”; D y(@) = D () qe’ ™ (43)

i=1 i=1
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i=1 i=1

For the range of frequencies on which tests andechout,
the following equation is used:

1+ Dy(wy)+ D y(wy) =
= U1+ G 1(0)]- VUG 2@ )} +

+ iM L+ Gyl )]+ UGyl )} (45)

From here, we get:
D (@) ~U\ L+ Gy(@y )]+ ViGol )=0  (46)
D y(@y) ~UGo(@y ) - Vi1 + Gy )] = 0 (47)

We use the notation in form of polynomials for posvef
frequencies:

Dy(0)= (- @2)[o ™ ]Tq,™

D, () = o, [Z’ k(mz)]Ta ) (48)
Gl )= 0o ™ [T,
Gy (ox )= o [Z’ A ]TB ™ (49)

From them, we get the basic equations for formatibn
equation system:

i)

7,2, U0, Me
®b, M1V wy " ©b,M=1" (50)
Wy
& oq,™ U™ ®
® b +V,o, @7 ® by =\a/)—k (51)
k

Here the notation of direct vector product is usEdese
formulas include coefficients of numerator and demator
polynomials of the transfer functionW(p) which are
considered as unknowns. In the system of equatites,
results of test frequency control are substituted:

1
_ —(m2) —(n2) —(m) 1-U
7M™ 5, B | vy |-k 62)
_Vk Wy
Wy

74

2010
Volume 45
! \%
_ —@m) —(@M2) —(n)
Q’k(r)T[% b, b, :|'Vk'a)k =—K (53)
U | %

Let’s consider an example of solving such systemd&o
technical object with transfer function:

004-p?+ 047-p+1
(016- p?>+ 02 p+ 1)- (007- p+1)

W(p) = (54)

The range of frequencies, in which
characteristics were measured, is from 0.2 to 2821 The
amplitude and phase characteristics are givengn4~and Fig.
5 correspondingly. In Fig. 6 and Fig. 7, the chamasticsU
andV, used in equations (20) and (21), are shown. Rean
square errors in definition of factors of operaii(p) are
about 20%. However, their accuracy is distributeah-n
uniformly over the frequency range. In some int&yvaf
frequencies, the functioning of algorithm was brokecause
of occurrence of singular situations during theusoh of
equation systems (52) and (53). In Fig. 8 and Figraphs of
changes of condition numbers for the first and sdcgystems
of equations are shown.

o
o
&)
H

2.5

Fig. 4. Amplitude characteristics of the object

1.5

2.5
fj

Fig. 5. Phase characteristics of the object

the frequency
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From these results, it is possible to draw the lusien that
applicability of the method varies between freqyerenges
and it is necessary to take special measures fopating
1 stabilization of algorithm. Most advisable for Soly
Ui problems of this kind is to apply parallel algonits based on
D the use of parallel symbolical combinatory addresslels.
They have shown high efficiency at the solution itbf
conditioned equation systems related to inversibrhigh-
order Hilbert matrix. For example, for a 20-th ardeatrix,
the 100% accuracy has been achieved [7].

fj

) - VI. CONCLUSIONS
Fig. 6. Values of characteristi¢

From the derived analytical proofs and proofs if [2], [5]
follows that the elements of solution of differeremuations of
identification model contain products of all possib

— 04 differences between discrete poles of operatorsdated into

the model. For stable objects, these poles areyallogated in
Vi 0.4 a limited area of the right unit semicircle of tt@mplex plane.
R 0.6 These values are small and it shows that compufregations
at the use of gradient methods are carried ouhenfield of
-048 small numbers where the level of noise is high.these
_1 conditions, it is practically impossible to calcaareliable
0 05 1 15 2 25 values of the first and second derivatives of tiesdtan matrix

f used for definition of movement on the gradient the

direction of decrease of discrepancy functionalegfiation

systems.

At the use of gradient method, the solutions ofedénce
51 | | equations are found using a method for solving Bégyine
equations, which are characterized by algorithnmceatainty

410} T [17]. There exists a set of equivalent combinatiohadjusted

- | parameters that have the same discrepancy. Theyefioe
conl(i) majority of obtained solutions can correspond totuai,
R 1P - physically impossible objects, which cannot be usad
practice. They require additional decoding with the
<10} ] transformation into parameters of object’'s analogngfer
I L function. However, it is not done. Despite of such

0 0.5 1 1.5 incompleteness of identification procedure, auttadfer such
f; results for practical use.
From the proofs in [3], [4] follows that in the ewal of

Fig. 8. Condition numbers for the first systemeqtiations change of the transient, non-uniform attenuationtsopartial
components leads to chaotic fluctuations of sohgtioof
difference equations. It is the result of imbalabetween the
order of equations and their information contentoalntradicts
the stationary nature of identified object andifiest about the
inapplicability of the method. Therefore, the stadmt [14; Ch.
9] that convergence of gradient method improvesh wite
increase in the number of equations in the systetralways
is true.

Fig. 7. Values of characteristic
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4x 10t .

3x 10 s
con2(i)
2101 s

REFERENCES

[1] G. Burov, “Optimized programming of computing algfems using

A A symbolical address structuresScientific Journal of Riga Technical

University. Series: Computer Science. Applied Caep8ystemsvol.

42. Riga: RTU Publishing House, 2010.

fi [2] G. Burov, J. Grundspenkis, “Analysis of causes méfficiency of

stochastic models of dynamic system identificatidcientific Journal
of Riga Technical University. Series: Computer Soge Applied

Fig. 9. Condition numbers for the second systenoiations Computer Systemsol. 42. Riga: RTU Publishing House, 2010.

1x 101 s

75



Scientific Journal of Riga Technical University
Computer Science. Boundary Field Problems and Coen8imulation

2010
Volume 45

(3]

(4]

(5]

G. Burov, “Information technologies for increasitige usability of
algorithms used during aircraft flight test stagg¢ientific Proceedings

of Riga Technical University. Series: Computer iscée Technologies of [12]

Computer Contrglvol. 39. Riga: RTU Publishing House, 2009.

G. Burov, “Principles of automation of identificati processes of
aerospace object characteristics at the flight stage,” Scientific

Proceedings of Riga Technical University. Seriesmputer science.
Boundary Field Problems and Computer Simulatianl. 41. Riga: RTU
Publishing House, 2009.

G. Burov, ‘“Information technologies of parallel aighms of

University. Series: Computer science. Applied Cdemp8ystemsvol.
13. Riga: RTU Publishing House, 2002.

I'. Bypos, “CumBombHOC KOMOHMHATOpDHOE HCUHCICHHE H €rO
NPUMEHEHUs B 3aJadyax JIMHEWHOH anreOpsl M UICHTH(UKAIUU

JNIMHAMHUYECKUX cUCTeM,” JIameuuckull Mamemamuyeckuil exnce200HUK,
Nr. 34.Pura: 3unartne, 1993.

[13] S. Lpmxus, OcHogbl uHGOpMAYUOHHOU meopuu  uOeHmupuKayuu.

Mocksa: Hayka, 1984.
L. Ljung, System Identification: Theory for the Usdtrentice Hall,
1987.

identification and imitation modelling on the basid symbolical [15] H. Paiioman, Ymo maxoe uoenmugpurxayus. Mocksa: Hayka, 1970.
combinatory models,” Scientific Proceedings of Riga Technical [16] H. PaiiOman, Jucnepcuonnas uoenmughuxayus. Mocksa: Hayka, 1981.
University. Series: Computer science. Technologds Computer [17] A. CxpeiiBep, Teopus JUHeUH020 u YenoUUCIeHHO20
Control, vol. 39. Riga: RTU Publishing House, 2008. npoepammuposanus. Mocksa: Mup, 1991

[6] G. Burov, “Formation of computing algorithms on thasis of graph [18] I'. Bypos, ,lIpiMeHeHHe HHTEpPIOIALMOHHBIX METOJOB B 3ajayax
address structuresScientific Proceedings of Riga Technical University unenruukanyy,” COOPHUK HAYUHBIX cooOwenutl cemunapa «Memoobi
Series: Computer Science. Applied Computer Systeohs22. Riga: U cpedcmea mexHuueckol KubepHemuku», BHITYCK 7. Pura: Pmkckuit
RTU Publishing House, 2005. HOJUTEXHHYECKUiA nHcTHTYT, 1970.

[7] G. Burov, “Combinatory models of inversion of spe¢dype matrixes,” [19] I'. Bypos, ,AJIrOpUTMHYECKOE COOTBETCTBHE MEXy HEIPEPHIBHBIMH H
Scientific Proceedings of Riga Technical UniversBgries: Computer JIHUCKPETHBIME H300paxxeHusIMH,” COopHuK Hayunvix mpyoos “ Memoouvt
Science. Boundary Field Problems and Computer Sitionl vol. 47. u modenu ynpaenenus” , BBITyCK 8. Pura: Prkckuif HOMHTEXHHIECKHIL
Riga: RTU Publishing House, 2005. uHctHutyT, 1973.

[8] G. Burov, “Address computing models for tasks oéniification,” [20] ,Meroq pa3smoxkeHuss APOOHO-PAI[MOHATBHBIX
Scientific Proceedings of Riga Technical UniversBgries: Computer HCIIONB30BaHUE I pacyeTa IEePEeXOHBIX IPOIECCOB”,
Science. Technologies of Computer Contrebl. 19. Riga: RTU svicuux yuebnwix 3aeedenuil. [lpudopoctpoenne Nel2, 1979.
Publishing House, 2004.

[9] G. Burov, “Parallel architecture of algorithms of/ndmic objects
identification,” Scientific Proceedings of Riga Technical University Genady Burov was born 1937 in St. Petersburg, Russia. He redeikie
Series: Computer Science. Technologies of Comyiidetrol, vol. 15.  doctoral degree from Riga Supreme Engineering Scino©966. Currently
Riga: RTU Publishing House, 2003. Genady Burov is a researcher at the Environmentdilind Centre of Riga

[10] G. Burov, “Combinatorial methods of formation ofraltel algorithms  Technical University.
of the signals processingScientific Proceedings of Riga Technical Address: 1/4 Meza str., Riga, LV-1048, Latvia
University. Series: Computer Science. Boundary d-ietoblems and Phone: +371 7089511
Computer Simulationvol. 45. Riga: RTU Publishing House, 2003. E-mail: emc@cs.rtu.lv

[11] G. Burov, “Method of topological monitoring of infmation spaces and
its use in task of decoding3cientific Proceedings of Riga Technical

¢yHkomii  u ero
Hszeecmus

G.Burovs. Identifikacijas moddu ar gradientu metodem parametru noskapoSanai praktiska nepienerojamiba

No iepriek$ pietditajam anaitiskajpm izteiksnem var seciat, ka identifikacijas modéus aprakstoSo diferén vieradojumu sistmu atrisirijumu elementi satur
modet ieviesto operatoru diséio polu visu iesgamo starfbu reizirgjumus. Stabiliem fiziski realtfamiem objektiem Siem poli nevar atrasti@pus
komplek&s plaknes lab vieribas pusaja robeim. Tade] reiziratajiem, kas veidoti no So polu stalpam, absaita vertiba vienndr ir mazka par vienu. Tie
noved visus skdibSanas procesa etapus mazu Bkaipgabal, kura trok&u imenis Kast domirgjoss. Tas, pirmit, atteicas uz vietojumu sistmas nesaistes
funkciorali, uz kura pamati tiek veikta optintizijas procedra. Sidos apstklos praktiski nav iesjams apekinat Heses matricu, kas sagno pirrmas un otis
kartas atvasiiilumiem, lai vagtu noteikt kusbas virzienu pa gradientu ffinkciorila minimizcijas virziera.

Gradientu metodes izmantoSana parametru kaioljin atraSanai name, ka patied atrisirdjuma vieti tiek mekEts Diofanta vieadojumu sistmas
atrisirejums, kam ir rakstdga algoritmiska nenoteiikta. Jebkdu papildus operatoru, pienam, trokéus aprakstoSu operatoru, ievieSana maaekubjeldvu
pienemumu pamata & vairak palielina So nenoteiltiu. Starp dalam negaivam selkam, galven ir tada, ka Sie operatori mazo skaitapgabal ienes
ieverojamas struktditas metodiskasliidas, kas iznes disktps parametrudrpus saptigam robezm. Bez tam, kas ir galvenais, So strukloikladu rezulita
rodas viltus ekstmi nesaistes funkciaii. Rezulfita tiek iediti skaitliski rezulfiti ar abstraktu saturu, kas atbilst fiziski nerzgdimiem objektiem. So metoZu
autoru rekomeritijas par to praktisko pielietoSanu ir nepamatojaetiek veikta rezuitu deko@Sana. Identifigcijas process netiek pabeigts, jo netiek
noteikti analog objekta @arejas funkcijas nairtéjumi. Tikai uz to pamata var izdarsecirijumus par identifigcijas rezulitu ticambu. Statistisko hipéZu
parbauZu metoZu izmantoSana ar athém varlitibas bivumu sadajuma likumiem tikai noved pie papildudiklam un padara to praktisko izmantoSanu
neiesgjamu.

I'. Bypos. O npaKkTH4ecKoii HelIPUMEHHMOCTH MojeJIeil HAeHTH(HKAIMH ¢ TPATHEHTHBIMU MeTOAAMH HACTPOIKH IapaMeTpoB

W3 noka3aHHBIX paHee AHAIUTHYECKUX BBIPAXKEHUI CIEAyeT, YTO B JJIEMEHThl PEUICHHH Pa3HOCTHBIX yPAaBHEHUH, KOTOPBIMH OIHUCBHIBAIOTCS MOZEIU
UJICHTH(OHUKALMY, BXOAAT MPOU3BEACHHS BCEBOSMOXHBIX PAa3HOCTEH IMCKPETHBIX MOJIIOCOB ONEPaTOPOB, BBOAMMBIX B Mojenb. 1 yCTOHYMBEIX (PU3HMUECKH
peann3yeMbIX 0OBEKTOB 3TH IIOJIOCH HE JIOJDKHBI BBIXOAHUTH 3 MpPEENbl CANHHYHOTO MPABOro MOIyKpyra KOMIUIEKCHOH miockocTu. IToaToMy MHOXHTENH,
(hopmMupyeMbIe U3 TaKUX Pa3HOCTEH, IO aOCOMIOTHO BEIMYNHE BCET/[a 3HAYUTEIHHO MEHbIIe eAUHUNEL. OHU IIEPEBOAAT BCE ATAIlbl BEIYHUCIUTENHHOTO IIPOoLecca
B 00J1acTh MalbIX BEIUYUH, B KOTOPOH ypOBEHb LIyMOB CTAHOBUTCS IpeoOnafaromuM. JTO, B HEPBYIO odepenb, KacaeTcs (pyHKIMOHANA HEBSI3KU CHCTEMBI
ypaBHEHMH, IO KOTOPOMY pealnu3yeTcsl Mpoleaypa ONTUMU3ALHMU. B 3THX yCIOBHUIX NMPaKTUUECKH HEBO3MOXKHO ONpPEAEIMTh MAaTpHLbl I'ecce, COCTOSAIMUX M3
MIEPBHIX U BTOPBIX IPOM3BOJHBIX, IS HAXOXKICHUS HAlPaBICHUI ABIKSHHS 110 TPaJHEHTY B HAIPAaBICHUH MUHUMU3AIHU 3TOT0 (DYHKIHOHATA.

IIpumeHeHne MeToza TpagueHTa U1 HAaXOKACHMS COYETaHUM MapaMeTpOB O3HAYaeT, YTO BMECTO HCTUHHOTO DEIIEHMS HILYTCS PELICHHS CUCTEMBI
JMO(BAHTOBBIX YPaBHEHUH, 1T KOTOPBIX THITMYHBIM SBJIACTCS alrOPUTMHYECKask HEONPEICICHHOCTh. BBe/IeHHe B MOJielTb Ha CyOBCKTHBHBIX IPEANOIOKEHUSX,
KaKMX - JIMOO JIOMOJHUTEIbHBIX OIEpaTopoB, HAIIPHMEP, ONEPaTOPOB, OMMCHIBAIONIMX CIIy4allHbIC IIOMEXH, B TAKHX YCJIOBHAX CIIE OONbIIC yBEIUYHBACT 3Ty
HeompeneaeHHOCTs. Cpeiu pa3NUIHbIX €€ HeTaTUBHBIX IIOCISICTBHHN, OJHUM M3 TJIABHBIX SBISIETCS TO, YTO TAKUE OIIEPATOPHI BHOCAT B 00JIACTh MAJIBIX BEIUIUH
3HAYUTEIIbHBIC CTPYKTYPHBIC METOIMYECKHE OMIMOKM, KOTOpBIC BBIBOMAT IMCKPETHBIC TapaMeTpsl 3a pasyMHbIe Ipejensl. Kpome Toro, u 3To TiaBHOe,
HOC/IECTBUEM S3TUX CTPYKTYPHBIX HCKaXEHHH SBIACTCA CO3JaHUE JIOXKHBIC SKCTPEMyMOB (DYHKIMOHAIOB HEBA3KH. B HTOre mHONMy4aroTcs YHCICHHbIE
pe3yIbTaThl ¢ aOCTPAKTHBIM COZCpKaHHEM, KOTOPHIM COOTBETCTBYIOT (H3HMUECKU HepeanusyeMble 0ObeKThl. PekoMeHmanuu aBTOPOB 00 MX IIPaKTHYECKOM
HCTIONB30BaHUY HEOOOCHOBAHHBI, TaK KaK He OBLIO MPOU3BEAeHO UxX Aemudpuposanue. [Iponecc naeHTHOUKAME OKA3bIBACTCS HE3aBEPIICHHBIM, IOCKOIBKY He
OBIIM MOJTy4YEHBI OLICHKHU NEPEfaTouHOl QYHKIMK aHAJIOroBoro o0bekTa. TONbKO Ha HX OCHOBE MOTYT OBITh MOJYYEHBI BHIBOJIBI O JOCTOBEPHOCTH PE3YIIbTATOB
uneHTHGUKanuy. IIpuMeHeHHe MeTONOB CTATHCTUYECKUX THIOTE3 C HCIOIb30BAHHEM pa3dMYHBIX BAapPHAHTOB 3aKOHOB pACHPEENCHUS IUIOTHOCTEH
BEPOSATHOCTEH K aOCTPaKTHBIM pe3yIbTaTaM MPUBOJUT JIUIIb K JOIOIHUTEIBHBIM HCKaXKEHHAM H HEBO3SMOXKHOCTH HX MPAKTUIECKOTO HCIOIB30BAHMS.
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