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Abstract - Recent growth of information on the Internet imposes
high demands on the effectiveness of processing algorithms. This
paper discusses some algorithms from the field of Web Data
Mining which have proved effective in many existing
applications. The paper is divided into two logical parts; the first
part provides a theoretical description of the algorithms, but the
second one contains examples of their successful use to solve real
problems. Search algorithms of vague duplicates of documents
are currently actively used by all the leading search engines in the
world. The paper describes the following algorithms: shingles,
signature methods and image-based algorithms. Such methods of
classification as a method of fuzzy clustering to-medium (Fuzzy c-
means/FCM clustering) and clustering by ant colony (Standard
Ant Clustering Algorithm SACA) are considered. In conclusion,
the experience of the successful application of fuzzy clustering in
conjunction with the software toolkit DataEngine to improve the
efficiency of the bank «BCIl Bank» is described as well as the
sharing of the ant colony clustering method in conjunction with
linear genetic programming to meet the increasing efficiency of
predicting the load on the servers of high load Internet portal
Monash Institut.

Introduction

The meaning of Web Data Mining (WDM) is growing
together with Internet meaning for current society, and
this is an almost linear dependence. New WDM
methods and algorithms are created and old ones are
improved. This paper considers some of most effective
methods and reviews their usage in real projects. The
paper is based on some publications in the area.

The considered algorithms are successfully used in
banking services, business intelligence, medical
researches and all biggest Internet search engines.

Vague duplicate document detection algorithms
include:

e shingle-based algorithms;
signature methods;

image-based algorithms.

While analyzing article [1] about practical
application of methods for finding behavioral templates
of bank Internet site users, some most frequently used
methods will be discussed, e.g.,

e Fuzzy c-means;
Data Mining tools software: "DataEngine".
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Also an example is considered of successful
application of clusterization using Artificial Ant
Colony algorithms together with Linear Genetic
Programming in real project [2]. In addition, the basics
of artificial ant algorithms and software package
Discipulus™ [3] are described.

Vague Duplicate Document Detection (DDD)

The main tasks of DDD [4] are listed below:

e Duplicate document detection; it is used in all main
Internet search engines, such as Google, Bing,
Yandex to disallow excessive indexing of similar
documents;

e Detection of plagiarism;

Document archiving (to optimize space required to
store documents by refusing from storing duplicate
documents);

Document clustering by the wvalues of their
similarity (used for more relevant search results,
when from each of allocated information clusters
most relevant documents will be returned);

Spam search and filtering.

Shingles Algorithm

Shingles [5,6] algorithm is employed to get the
numerical value of two documents similarity. In the
simplest case to detect documents content identity,
checksum calculation can be used. But this technique is
100% sensitive to even minimal document content
changes; even after changing one character the final
checksum will be totally different.

One possible way to avoid this is to use Shingles
algorithm, which allows one to determine percentage
value of two documents similarity.

Shingles Algorithm Description
The main idea of Shingles algorithm is to divide the

whole document text into some equal parts, for
example by 10 words. Before this separation, the text is
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reduced to canonical form by removing prepositions, | S(A) N S(b) |
conjunctions, possible HTML tags; also some r(A,B)= IS(A)US(B)| )
researches recommend removing adjectives, too,

because they almost do not bear the semantic load but
can be used in some automated software to add
semblance of uniqueness.

The second most important feature of Shingles
algorithms is that all word sequences are taken jointly
but not in the overlap, which disallows possible
information loss at block borders. For every shingle the
value of some hash function (CRC32, MD5 etc.) is
calculated and after that hashes (signatures) of two
randomly selected documents are compared. Even a
single coincidence will be the sign of large probability
of documents similarity.

The third advantage of shingles algorithm is time
complexity. A lot of common algorithms require to
compare all analyzed documents with each other,

which givesO(N?) complexity (where N — count of
analyzed documents), instead, using shingles can give
complexity close to O(N *log(N))[5]; however with

large values of N all information cannot be processed
by one computer; requirements of distributed
computing appear, which increases the value of

complexity approximately back to O(N?).

Currently, the algorithms based on shingles are
actively developing. One of promising directions is
super-shingles [6]; in this case the values of all
document shingles are first clusterised, and whole
clusters signatures are then compared. This approach
has a much better execution speed, but the author
himself pointed to unsatisfactory results when
comparing small documents.

Also the idea of shingles union has evolved in
mega-shingles algorithm, which is a pairwise
combination of six super-shingles. In this case
documents are declared similar, if even one mega-
shingle is the same in both documents.

Term-Based Algorithms

Unlike Shingles, in Term-Based Algorithms [7] the
main measure unit is a separate word. This class of
algorithms is much more focused on semantic, but not
syntax document similarity, refusing from document
structure and clearance analysis. The creation of
dictionary of most common words in all analyzed
documents is employed; as a measure of closeness the
value of intersection \U between analyzed document
keywords set and common keywords set is used.

The numerical value of similarity can be obtained
using the metric of semantic similarity:

where
r(A, B) - value of A and B documents similarity;

S(A);S(B) - sets of A and B documents keywords (k-
grams).

In the analysis, each document should be compared
with O(N?)
complexity. It is believed that this algorithm is more
complicated than Shingles, and therefore it is rarely
used.

Alternatively, instead of constructing a dictionary
using the method Tf-IDF [8] (TF — term frequency,
IDF — inverse document frequency) is suggested when
each document is represented as a numeric vector
reflecting the importance of each word in the
document. The dimension of the vector depends on the
number of words in a common set. This approach is
called a vector model (VSM) and allows you to
compare documents using cluster analysis.

others, which gives algorithm

More Information about the Tf-IDF Method

The Tf-IDF method is used for statistical evaluation of
the importance of words in the context of the
individual, but being part of the collection instrument.
The weight of each word is proportional to its use in the
document and inversely proportional to the frequency
of its use in other documents.
This measure is the product of two relations:
Term Frequency(TF) — is the ratio of the number of
occurrences of a word to the total number of words in
the document
"
TF = 2
S @

where
ni is the number of occurrences of words in the

document;
2k nk the total number of words in the document.

And inverse document frequency (IDF) - inversion
of the frequency with which a word occurs in the
documents collection ( feature of the IDF in the fact
that this measure reduces the weight of frequently used
words)
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where
| D | - number of documents in the collection;

| di - ti | - number of documents where ti is present.

As a result of using that measure, the bigger weight
have the words with high frequency of usage in one
document and low frequency in others.

Image-Based Algorithms

In this group of algorithms [9,10] the documents are
submitted and compared in the form of images. One of
the simplest algorithms of this area is GQView [11]. Its
idea is simple: the image pixel by pixel is divided into
squares measuring 32 by 32 pixels, and then takes the
average color value of pixels in each block. In this
case, the difference is the sum of the values of
differences for identical blocks of two images, and the
value of difference for each block is normalized to the
range 0+ 1.

dif (imgl,img2) = g norm(imgli - imgzi ) (4)
i=1

where

dif (imgl,img2) - value of difference between image

1 and image 2;

n — number of pixel blocks in each image;

imgli - average value of color in the i-th block;

norm — normalization procedure.

Classification Systems of Users Based on Behavioral
Patterns

One of the three main components of Web Mining is
the Web Usage Mining. The main purpose of this
direction is analysing and modelling patterns of user
behavior on the Internet resource for adaptive tuning of
information issued for the most relevant data to
individual users, or prediction of the behavior of users
in the future.

The major directions in which Web Usage Mining
is used are as follows:
e Internet portals of banks;
business Intelligence;
forecasting of attendance at high-load projects;
Internet shops personification systems.
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Web Usage Mining for Banks Internet Portals

Before we proceed directly to the description of the
study, the methods used in it should be described.

Fuzzy c-means/FCM Clustering

When using the algorithms of fuzzy clustering, each
object can belong to more than one cluster.

As a result of method execution, for each object
under consideration, x, there is returned not cluster
number to which it belongs, but the probability of
belonging to the k-th cluster U, (K) . Usually the sum of

these probabilities is 1.

n
(X u (=1
k=1

6)

where
n — number of clusters, for which probability of
belonging to cluster is larger than 0.

Using this algorithm, the center of each cluster is
determined as the average value of all its points, with
the weights of the probability of belonging to the
analyzed point cluster:

3, u,00"x
2 U0"
where

m — exponential weight (m > 1).

center, =

’ (©)

Usually m is chosen equal to 2, but this choice is not
theoretically justified, so some of the methods offer
other values. There are studies [12], recommending to
choose the values of m in the range 3.2 +3.7.

The measure of point membership in a cluster is
inversely proportional to its proximity to the center of
the cluster:

1

d(center, ,x) ' @)

uk(x):

The fuzzy c-means algorithm is very similar to the
classic k-means, with the exception that the point can
belong to multiple clusters simultaneously.

Features of DataEngine Package

Multi-functional suite of software tools DataEngine
[13] is a complete solution for working with various
Data Mining algorithms. The package uses a variety of
approaches to solving Data Mining tasks.
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e Client - server architecture to provide scalability;

e Algorithms of fuzzy calculations;

e Automated creation of neural networks of various
topologies;

e Kohonen networks;

e Algorithms for normalization of different scales;

e Different strategies for handling missing and
abnormal values;

e Rich visualization availabilities;

e Standard interfaces for creation add-on modules
and API for automation tasks.

Description of the Study

In the "BCI Bank" in Santiago, Chile a study was
conducted that clearly showed the benefits derived
from the introduction of Web Mining techniques in the
banking sector.

Since for that bank the cost of processing customers'
transactions made through the Internet is
approximately 90% lower than in conventional offices,
there is a real benefit of attracting the largest possible
number of customers to use exactly this type of
payment.

Despite more favorable prices, most of customers
prefer to use classical methods of use of banking
services, thus the main task was to classify customers
by their opinions on their Internet services on the basis
of existing customer profiles and in the future to
conduct explanatory work with them to demonstrate all
the advantages of using Internet services.

In the beginning, segmentation of user profiles for
different attributes was held. Also, the procedure of
profiles anonymization was carried out, mainly for
privacy purposes, but also because the attribute
«namep in itself is not important information.

The following summary table was obtained:

Table 1
Sample table with selected parameters

Attr. 1 Attr.2 | Attr.3 | Attr. 4 Attr. 5
38 1 1702 62 234
26 0 833 21 34
41 0 500 58 123
40 1 1240 46 314

Then, using the fuzzy clustering algorithm (fuzzy
c-means) customer segmenting by 5 classes was
performed.

e L1 - «Young», rarely used Internet banking
services, operate mostly in small amounts.

e L2 - «Very youngy» still less use of Internet
transactions.
e Ml- «Old», use the Internet fairly

frequently, operate with greater amounts than the
«youngy.

e M2 - «The average age», use the Internet fairly
frequently, operate with greater amounts than the
«youngy.

e H - «Modern», actively use all the possibilities of
the Internet.

Then the whole set of profiles was divided into two
parts, training sample 20% and primary part 80%,
respectively. Using the software DataEngine MLP
(multilayer perceptron) neural network was established,
which was trained to distribute profiles of the classes at
the 20% sample.

After training, the whole base of profiles of bank
clients was forwarded at the input of the network and
classification was made.

As a result, data were obtained that 21% of profiles
are potentially active users of the Internet portal of the
bank and they were sent booklets detailing the
advantages of using this type of payment.

The results of the study showed an increase in the
number of users of Internet transactions by 1.4%,
which means a good increase in profits for the bank.

Prediction of Attendance for High Load Projects

Another important area of Web Mining is the
prediction of attendance Internet resources. The most
important and main source of data for this are the
server requests logs and tools for their processing and
analysis. Also, their advantage consists in the
prevalence, because  servers  generate  them
automatically; whereas specialized tools for collecting
statistics though allow all required information, but
need to be installed and configured.

From the logs of server queries the following data
can be extracted:
e user navigation paths;
e browsing time;
e the structure of hyperlinks and content pages.

All this can increase efficiency in areas such as e-
business, e-services, e-learning, getting new members,
retain existing ones, increase the effectiveness and
usefulness of marketing and advertising companies.
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Let us first consider two important technologies
used for solving problems of that type.

Standard Ant Clustering Algorithm (SACA)

Clustering using ant algorithms, along with other
«biological» methods, began to develop rapidly in the
early 21 century. It was then suggested and confirmed
that the synergistic effect of the use of algorithms
similar to the natural, together with the ever increasing
computing power of computers can give excellent
results in various fields of science.

Consider a classical clustering method of ant colony
in more detail. This method is based on a model of
behavior when searching for food, when first the ants
are moving in random directions, but as soon as food is
found, the most profitable paths are marked by ever
growing amount of pheromone, which, however, is
eroded over time, if this path is no longer used.
Movement at each iteration is determined by the
following formula:

_ ('iq*fip)
(3+?)

0

P.
[

@®)

I ™MZ

n
where

Pi - probability of moving using the i-th path;

|i - length of the i-th path;

f.
|

g — algorithm’s «greedy» factor;
p — algorithm’s «herd» factor.

- count of pheromone on the i-th path;

Despite the fact that the algorithms of this type
issue an approximate result, but because of their
statistical properties an increase in the number of
iterations increases the accuracy of the result.

In continuation of this ideology, a lot of different
options for increasing the classical algorithm were
offered, e.g., ACLUSTER [14], an adaptive ant
clustering method [15] and the method ATTA [16].

Capabilities of the Software Discipulus™

This package is based on genetic algorithms and is
designed to solve a variety of regression and
classification problems. Additionally it allows the use
of algorithms of neural networks, classification trees,
Support Vector Machines and some others.
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It is alleged that the main advantage of this software
system is its unprecedented high speed (thanks to the
proprietary technology AIMLearning™), which allows
one to make huge gains in speed compared with other
modeling tools.

Linear Genetic Programming (LGP)

The concept of LGP is the development of ideology of
genetic programming (GP), but the main difference is
that if in a simple GP chromosomes (sites under
construction tree program) can only be basic operators
or variables programming language, in more complex
cases - the whole logic blocks are already used, such as
functions or their sequence (subprograms). Also the
most important feature is that there are used imperative
programming languages (such as C) in LGP, in contrast
to the functional languages (e.g., LISP) in GP.

Commonly some array of registers r is used, which
can contain variables and constants. Also one of the
variables (usually r[0]) is used to display the values of
the chromosome. This classic version is also called
Single Solution Genetic Programming (SS-LGP).

In the course of execution, the algorithm uses 2
types of operations: crossover and mutation. Crossover
exchanges the instructions from the parents. The
mutation is possible in two versions:

Macromutation - can add or delete a random
instruction;

micromutation — can delete or modify an operator
or instructions constant.

There are no other important differences from the
genetic algorithms. Iterations occur, each of which
calculates the value of fitness function, on whose basis
the natural selection and testing stops is carried out.

To illustrate the use of Web Mining techniques in
this area, let us consider the research conducted at
Monash University [17]

The average load of servers of the University is
estimated at 7 million hits a day, but depending on the
season, month, day, week or even hour, the load may
vary very considerably, and their effective forecasting
enables adjusting effective policies to configure load on
the servers. The main purpose of this study was to
compare the effectiveness of clustering by ant colony
and the subsequent building of classifier program using
the methods of linear genetic programming, as
compared to other possible methods.

The subject of the study was pattern identification in
the use of Internet portal Monash University to predict
the distribution of loads on the servers.

Initially a training set was allocated, the data from
server log for a certain period of time have been
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cleaned up and clustering was made using ACLUSTER
method according to parameters such as the number of
bytes requested from the domain, the number of
requests per hour and per day.

The result was the clustering of the number of
requests to all domains with regard to the time of their
commission. Of course, depending on the parameters
of the algorithm the results somehow varied, but it is a
property of this kind of approximate algorithms,
moreover, due to its probabilistic nature, the results are
improving as the number of iterations increases.

Fig. 1. Improving the quality of clustering using the

algorithm ACLUSTER with an increase in the number
of iterations (from the authors' algorithm [18])

Furthermore, using genetic methods for linear
programming, it was necessary to build a classifier to
predict loads.

To create a classifier program, the Discipulus™
package has been used which employs the ideology of
linear genetic programming.

As a result of different settings of that package,
several classifier programs have been created , of
which the one having the best results was chosen.

The correlation coefficient between actual and
predicted results of the program was 0.9921 for hourly
predictions and 0.9963 for the daily prediction.

The main purpose of the study was to compare the
effectiveness of using this group of algorithms as
compared to other algorithms. The results of the study
are provided below.

The following abbreviations were used:

ANT-LGP considered algorithm, ant colony + linear
genetic programming;

i-Miner — hybrid system of fuzzy clustering + fuzzy
output (same authors);

SOM-LGP - self-organizing maps + linear genetic
programming;

SOM-ANN - self-organizing map + neural network.

Table 2

Comparison results of different methods of forecasting

Values ;
Method Correla‘tlon
Real Test coefficient
ANT —
LGP 0.2561 0.035 0.9921
i-Miner 0.0012 0.0051 0.9981
SOM-
LGP 0.0546 0.0639 0.9493
SOM-
ANN 0.0654 0.0516 0.9446

Table 2 demonstrates that in solving the problem this
group of algorithms has showed results comparable
with the best.

Conclusions

The use of modern methods of Data Mining provides a
real economic effect. Also, based on analysis of actual
implementation experience, it can be stated that the
combination of several methods for solving
subproblems is reasonable and gives the expected
effect.
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Pavels Osipovs, Arkadijs Borisovs. Web Data Mining metoZu
lietoSanas prakse

Interneta informacijas pieauguma tempi misdienas izvirza augstas
prasibas informacijas apstrades algoritmu efektivitatei. Saja raksta ir
apskatiti dazi Web Data Mining jomas algoritmi, kuri ir pieradijusi
savu efektivitati vairakas eksistéjosas lietojumprogrammas. Raksts
ir sadalits divas dalas, no kuram pirmaja ir dots teorétisks algoritmu
apraksts, bet otraja pieméri to veiksmigam pielietojumam
uzdevumu  atrisinaSanai. Dokumentu neprecizo  dublikatu
mekleSanas algoritmi tiek aktivi izmantoti visas galvenajas
mekleSanas sist€mas. Ir doti sekojoS$u algoritmu apraksti: jostas
roze, parakstu ,metodes, uz att€liem balstitic algoritmi, ka arT tadas
klasifikacijas metodes ka Kklasterizacija p&c izplidusa k-vidgja
(Fuzzy c-means/FCM clustering) un skudru kolonijas klasterizacijas
algoritms (Standard Ant Clustering Algorithm SACA). Nosléguma
aprakstits veiksmigs pielietojums izpladuSajai klasterizacijai,
pielietojot programmatiiras riku komplektu Data Engine, bankas
«BCI Bank» efektivitates paaugstinaSanas uzdevuma. Tapat
aprakstita vienlaiciga skudru kolonijas klasterizacijas algoritma
izmantoSana kopa ar linearo genétisko programméSanu tam, lai
piedavatu loti noslogota Interneta portala ,,Monash” slodzes
prognozes efektivitates palielinasanos.

MMasesa Ocunos, Apkanuii bopucos. IIpakTuka ucnoJibL30BaHus
metonoB Web Data Mining

CoBpeMeHHBIE TEMITBI POCTa KOJIMYeCTBAa MH(popManuu B Internet
HPEIbABISIOT BBICOKHE TpeOOBaHuA K 3G (HEeKTHBHOCTH AITOPUTMOB
eé oOpaboTku. B manHOIl paboTe paccMOTpEeHBl HEKOTOpHIE
anroputMbel u3 obmactm Web Data Mining, nokasaBmime CBOIO
3¢ PEKTHBHOCTH BO MHOTHX CYIIECTBYIONINX MPHIOKEHUIX. CTaThs
pa3burta Ha JBe JIOTHYECKHE YacTW: B IIEPBOH  4YacTH
paccMaTpUBaeTCsl TEOPETUYECKOE OIMCAHWE AITOPHUTMOB, a BO
BTOPOH - HPUMEPBl MX YCIEIIHOTO HCIOJIB30BAHUS VISl PELICHHS
peanbHBIX 3amad. AJITOPUTMBI IIOMCKA HEYETKHX TyOJIMKaToOB
JIOKyMEHTOB ~ aKTUBHO  HCIOJB3YIOTCA  BCEMH  BEIYIIHUMH
MOUCKOBBIMU CHCTEMAaMHU B MHpe. B craTbe mpuBeneHbI onucaHus
CIIEAYIOIMNX alrOPUTMOB: IIMHTIIB, CHTHAaTypHBIE METOPbI,
anropuTMBbl, Oasupyromecs Ha H300paxkeHUsX. PaccMoTpeHbI
TaKkue MeTOJbl KiIacCH(uKammy, Kak KIACTCpU3aLHsI METOJ0M
Heuétkux k-cpeguux (Fuzzy c-means/FCM  clustering) w
KJIacTepu3alis METOJOM MypaBbHHOW KojoHuH (Standard Ant
Clustering Algorithm SACA). B 3akitoucHHe ONHCAH OIBIT
YCHELIHOTO IPUMEHEHHs MEeTOA0B HEYETKOH KiacTepu3alnuu
COBMECTHO C TpPOTrpaMMHBIM  HHCTPYMEHTAIbHBIM  ITaKETOM
DataEngine mst noseimenus 3¢ ¢extuBHOCTH paboTer 6anka «BCI
Bank», a Takke - COBMECTHOE WHCIIOIB30BAHHE KIIACTEPU3ALNH
METOJJOM MYypaBbUHOH KOJIOHHM W JIMHEHHOTO T'€HETHYECKOTO
IPOrpaMMHPOBAHUS  JJIsL  PEIICHHS  3aJa4d  yBEIHUYCHHS
9 }eKTUBHOCTH  NPOTHO3WPOBAHWS  HArpy3KH Ha  CepBepsI
BBICOKOHArpy>keHHoro Internet noprasia uHCTUTYTa MoOHaII.
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