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Abstract — An automated method for sample data selection for
Landsat TM and ETM+ images is presented in this paper.
Training data is sampled with the wuse of reflected
electromagnetic radiation in separate frequency bands and their
combinations. Data is selected for four land cover types of
interest, differentiated by land use — water bodies, wetlands,
agricultural land, and forests. The proposed method can be used
when reference data is lacking or incomplete. For a quality check
of the prepared sampling data k-nearest neighbour’s algorithm
was used. A high accuracy of classification result was acquired,
demonstrated by the results of the experiment section of the
study.
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I. INTRODUCTION

Human activities and natural phenomena are increasingly
changing the surface of the Earth cover, which has a
significant impact on ecosystems and environmental processes
at both a local and a global scale. As the reasonable usage of
land is related to the foundation of sustainable national
development and prosperity for every country, it is necessary
to timely and accurately detect land cover changes in order to
better manage and use resources, as well as future
development of land usage.

Classification of multispectral images is widely used today
for land cover mapping. It can be divided in two main
categories — unsupervised and supervised classification.

Unsupervised classification [1] does not include a training
process and provides a generic search for naturally occurring
clusters and structures. In the case of multispectral images this
method can fail or the achieved results might be not of
satisfactory quality. Identified classes are spectrally
homogeneous and may not fit the user-defined classes (water
bodies, forested areas, etc.). Results also depend on initial
classification of the input parameters made by the analyst,
such as the number of classes [2], initial cluster centres [3],
etc. [4] In the case of time different satellite images the
classification has to be done experimentally, thus requiring
significant time resources.

Supervised classification algorithms [5], [6] use training
data from the image in order to classify unknown clusters of
pixels. Each pixel is compared with the training data and then
assigned to the class it most closely matches. [7] The term
“classified pixel” is a statistically nearest subclass of samples,
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where the classification parameters give a positive match. In
this case, the quality of training data can significantly
influence the classification accuracy.

Manual marking of training data areas can be very time-
consuming, taking several days or even weeks. The selection
time of training data can be reduced by the use of reference
data in the form of vector data. However, in this case the
quality of training data reduces; for example, characteristic
data of one class may also contain characteristic spectral
values of other classes. Not always the reference data are
available or they do not fully reflect the current situation in the
area of interest such as temporally outdated data.

II. THE PROBLEM STATEMENT

It is necessary to develop a suitable automated sampling
data selection method for medium resolution satellite images
in accordance with Latvian geographic and climatic
conditions, which could be used when the reference data are
not available or incomplete. In addition, the developed method
should ensure equal quality results for satellite images taken at
different times (in different years and seasons) as well as the
capability to operate with noisy (for example, a cloud covered
area) images.

III. MATERIAL AND METHODS

A. Study Area Description

Latvia is one of the three Baltic States and is located in
north-eastern Europe, in the temperate climate zone, on the
shores of the Baltic Sea. The country’s total area is 64.6
thousand square kilometres [8]. The climate is influenced by
its geographical position and spatial flat terrain. The average
annual air temperature in Latvia is +5.9°C. The months with
most precipitation are July and August [9].

Automated training data selection of four land cover types
according to their usage — water bodies, wetlands, forest land,
agricultural land — was taken represented in coloured area of
Fig. 1 (includes districts of Dundaga, Roja, Talsi, Engure,
Tukums, Kandava, Jaunpils, Jurmala and Babite). The study
area was chosen to include multiple and various geographical
places of interests and land cover types.

B. Satellite Data

In this study, medium resolution Landsat-5 TM (Thematic
Mapper) and Landsat-7 ETM+ (Enhanced Thematic Mapper
Plus) satellite images were used, which were taken
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Fig. 1. Map of the Republic of Latvia. Researched geographical area coloured
red.

during the period from 1994 to 2011. Satellite images were
obtained from Glovis database and chosen so that they were
acquired during the spring and summer period. All
downloaded Landsat scenes were processed as Level 1T data
[10] with terrain correction.

For objective processing of images obtained in different
time periods, it is necessary to avoid unique exposure
influences at the moment when the images are acquired.
Reflection into the sensor depends not only on the reflected
radiation of objects of interest but also on the angle of
elevation of the Sun above the horizon, the distance between
the Earth and the Sun, the interaction of electromagnetic
radiation with atmosphere and other factors [11], [12]. These
factors mentioned before cause unnecessary misinterpretation
of shades of grey-level variations.

The pixel values in Level 1 (L1) data are represented as
Q.. In order to prevent a solar radiation impact on satellite
images acquired at different times as well to provide their
comparability, first, it is necessary to convert digital pixel
values in Level 1 products back to at-sensor spectral radiance
(L), using the following equation [12]:

L/I = (WJ(QCHI - Qcalmin)+ LMIN). (1)

Qcalmax - Qcalmin
where

L, — spectral radiance at the sensor’s aperture [W/(m®
st pm)],

Ocal — quantized calibrated pixel value [DN],

O caimin minimum quantized calibrated pixel value
corresponding to LMIN; [DN],

O caimax maximum quantized calibrated pixel value
corresponding to LMAX; [DN],

LMIN, — spectral at-sensor radiance that is scaled to

Qcalmin [W/(m2 ST ],ll’l’l)],
LMAX, — spectral at-sensor radiance that is scaled to
Qcalmax [W/ (mZ ST Hm)]
LMAX;, LMIN;, Qcaimin and Qcamax are derived from image
meta-data (*.mtl) file.
It is necessary to compensate various non-atmospheric solar
radiation values, which occur because of the different spatial
properties of the channels and the distortion effects of solar

zenith angle. This effect arises when the scenes are acquired at
different times, the combined surface and atmospheric
reflectance of the earth is calculated as follows [13]:

r-L,-d’

= 2
Pr ESUN, - cos 0, @

where p,, — unitless planetary reflectance,
L, — spectral radiance at the sensor’s aperture,
d — earth-sun distance in astronomical units,
ESUN;, — mean solar exoatmospheric irradiances,
05 — solar zenith angle in degrees.

ESUN,, values can be seen in [13]. Solar zenith angle can be
obtained by subtracting SUN_ELEVATION (given in the
meta-data file) from 90 degrees.

C. Vegetation Indices

Vegetation indices are combinations of surface reflected
electromagnetic radiation at two or more wavelengths —
designed to highlight a particular property of vegetation.
Reflected radiation of vegetation detected in satellite images
can be used for direct vegetation studies as well as for other
research areas of interests, for example, the effects of
vegetation state on soil characteristics [14], [15].

One of the oldest and most commonly used vegetation
indices is Normalized Difference Vegetation Index (NDVI),
which is calculated using equation [16]:

NDVI = Pnir ~ Prep (3)
P t Prep

where pnir 18 reflectance in a near-infrared band, prgp is
reflectance in a red band. For Landsat TM or ETM+ image,
they are band 4 and band 3, respectively. The index value is in
the range of [-1, 1]. Negative values of NDVI (approaching -
1.0) correspond to deep water. Values near zero (-0.1 to 0.1)
generally indicate areas without vegetation — sand, snow, rock.
Low, positive values generally correspond to grassland and
shrub (0.2 to 0.3). Higher values indicate temperate and
tropical rainforests [17]. NDVI is sensitive to external factors
such as soil background variations, atmospheric effects, clouds
with dimension smaller than image spatial resolution [18],
[19].

Enhanced Vegetation Index (EVI) [20] was developed to
improve NDVI. EVI is less sensitive to soil and atmospheric
effects, including aerosol scattering, because it incorporates
blue spectral wavelengths [19]. EVI is most useful in regions,
where NDVI may be saturated. This index is defined by the
following equation:

Pnir — Prep

Pair +CiPrep = CoPpryr + L

where pnir, prep and pprug are reflectance in near-infrared,
red, and blue bands, respectively; C; = 6 and C, = 7.5 are
aerosol resistance coefficients; G = 2.5 is the gain factor, and
L =1 is the canopy background adjustment [20]. The value of
this index ranges from -1.0 to 1.0, where green vegetation
corresponds to value in the range of [0.2, 0.8].

EVI=G

(4)
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Another vegetation index, which is used in this study, is
Modified Soil Adjusted Vegetation Index (MSAVI) [21]. This
index takes into account the land surface, i.e., takes into
account the fact that the vegetation does not cover all the
surface of the Earth. As in the previously mentioned case of
the vegetation indices, the MSAVI values are in the range of
[-1.0,1.0] and are calculated using the following equation:

2leR +1_\/(2leR +1)2 _8(pNIR _pRED) (5)
2

MSAVI =

Unfortunately, because of the Latvian geographic and
climatic conditions, in suitable land cover type plot mask
making process cannot rely solely on these vegetation indices.
As shown in Fig. 2, the high vegetation index values for
NDVI, EVI and MSAVI involve not only the forested areas
but also agricultural land.

D. Training Data Requirements

An important prediction for the supervised classification is
to choose a sufficient number of the pixels characterizing the
class. The minimum of training samples per class to build
statistics for many classifiers is equal to p+1/, where p is the

o

o3

ot

o

number of input variables. Source [11] recommends that /0 to
30 times p training samples per class should be used.

The number of sample plots depends on the number of
searched classes, diversity and resources, which may be used
in determining the plots. Ideally, each class should be marked
with at least 5 to 10 plots, providing each class spectral
properties of the exact clearance. Several plot targeting is
advisable, because during the classification process it may
need to give up some areas, where it is found that this area
does not meet criteria for the required class and creates
uncertainty.

Another important feature is the location of the area under
investigation, because classification of each class should be
represented with a number of sample plots across the image.
Since the samplers need to display class spectral variations
across the image, then these areas should not be placed
together.

Finally, pixels in each plot should be spectrally similar to
each other and spectrally dissimilar to other classes. These
data are used to calculate the class average spectral values,
variations and mutual relations.

Fig. 2. Calculated vegetation index image fragments of Landsat-5 TM scene acquired on 15 May, 1994: a) part of calculated NDVI image; b) part of calculated
EVI image; c) part of calculated MSAVI image; d) part of high-resolution satellite image corresponding a) — ¢) images in the selected range.
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IV. THE PROPOSED APPROACH

For the automated selection of training data for each land
cover classes (water bodies, wetlands, agricultural land and
forest land), a separate mask (binary image) for each class was
built. The purpose of this section is to offer a suitable mask
creation method for each class for Latvian geographic and
climatic conditions. It should be noted that the image of the
spectral band values were normalized in the range of [0, 1].

A. Water Mask

To create a plot mask for water bodies, in the beginning
NDVI is calculated for the image, using Landsat TM/ETM+
band 3 and band 4 images. Although it is necessary to select
areas that are not covered by vegetation (i.e., water bodies),
those pixels, whose NDVI is less than zero, are considered to
be the water body representative pixels. Unfortunately, in this
case those pixels that represent, for example, bare soil or sand
will be considered the water body. Therefore, it is necessary to
introduce additional limitations.

Water strongly absorbs electromagnetic radiation in the
near infrared part of the spectrum; it is possible to use Landsat
band 4 image to determine the location of the water bodies.
For the extended water body analysis, Landsat band 1 and
Landsat band 2 images are wused, where the water
representative pixels have the lowest spectral values.

Therefore, to create water body mask, only those pixels are
selected, which fulfil the following conditions:

Porve <01 AND  Pugery <0.08 AND Py <0.07 AND
NDVI<O0 (6)

The result is a binary image. In order to exclude sampling
areas, which contain fewer pixels than defined by the image
analyst, for example, areas of a single pixel, it is possible to
use a morphological opening operation.

B.  Wetland Mask

As in the case of mask creation of water bodies, in the
beginning NDVI is calculated. The wetlands are characterized
by independent or long-term humidity and specific vegetation,
then those pixels whose NDVI is in the range of (0, 0.35) are
taken as representative pixels for wetlands. By using these
NDVI thresholds, the established wetland plot masks will
include not only the wetlands but also agricultural land. In
order to exclude from mask agricultural land, supplementing
NDVI method, a near infrared band image is used. As already
mentioned, the water strongly absorbs electromagnetic
radiation in this frequency band, but by increasing chlorophyll
concentration the absorption coefficient decreases. Thus, in
wet areas this absorption coefficient will be higher compared
to agricultural areas. As in the previous case, Landsat band 1
and band 2 images are used.

In addition, the ratio between band 5 and band 7 is
calculated. Although the soil is characterized with a strong
absorption in band 7 and high reflectance in band 5, the ratio
of coefficient values can be used to separate land of water

bodies and wetlands. In the given case, lower coefficient
values will represent water bodies, but high values — land.

Therefore, to create wetland mask only those pixels are
selected that fulfil the following conditions:

Psoe <0.1AND Pgprzy <0.1AND py, <0.17 AND
0 < NDVI <0.35AND Psyircpanas) ! Pswiranay <19 (7)

To turn off the sampling data areas where the number of
pixels is less than that given by the analyst, a morphological
opening operation is used.

C. Agricultural Land Mask

In order to create a mask plot for agricultural land, initially
MSAVI is calculated; unlike NDVI it takes into account the
fact that the vegetation does not cover the entire land surface.
To exclude areas that are not covered by vegetation, a
threshold value is equal to 0.2 — agricultural land pixels are
considered to be those pixels whose MSAVI is equal or
greater than 0.2. MSAVI can be replaced with EVI, which
gives similar results.

However, as mentioned previously, by using MSAVI
limitations can be included into sampling data area forested
lands and wetlands. Consequently, additional limitations are
implemented.

To remove wetlands for the land regions, Landsat band 1
and band 4 images are used. However, to exclude forest lands
from the plots, a ratio between band 4 and band 3 is
calculated.

Agricultural land mask is formed on the basis of the
following conditions:

Pove > 0.1 AND pyr >0.1 AND MSAVI>(0.2 AND
P! Prep > 2 ®)

As in the previous occasions, a morphological opening
operation is used.

D. Forests Mask

To create a plot mask for forested areas, EVI is initially
estimated. As MSAVI gives similar results, it can be
substituted by EVI. In this case, the sampling areas will
include also agricultural land, where vegetation density is
high.

To separate forests from agricultural land, a ratio between
band 7 and band 2 is calculated. Agricultural land will have
higher coefficient values, while the forests — lower. In
addition, to exclude the possibility that the plots include
wetlands, band 1 and band 4 images are used as well as the
infrared frequency band spectral sum of an image is
calculated. Thereby, those pixels for which the conditions
above are met are considered to be representative sampling
data pixels for forests:
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Pve > 0.1 AND P> 0.1 AND gﬁ}/[Z 0.3AND
o SWIR(band;\;IR/ Paoreeny < Y. AND

Prir T Pswirbanasy T Pswirband7) =~ 0.2 )

As in the previous occasions, to turn off the sampling data
areas where the number of pixels is less than that given by the
analyst, a morphological opening operation is used.

V. EXPERIMENTAL RESULTS

A method for four land cover type automated sampling
selection by creating plot masks for each of the classification
classes has been offered in this paper. The obtained results
using the limitations defined in Section IV are shown in Fig. 3
to Fig. 6. In these figures, sampling data areas boundaries are
marked with a red outline, i.e., each class is represented by
pixel spectral values, which are part of the restricted area.

Spectral values for classification classes may change during
years or seasons. The proposed method provides a sampling
area selection for each of previously named four classes of
land cover classification, which was tested applying this
method to satellite images that were taken during the period
from 1994 to 2011 both in the spring and summer seasons.

For the sampling data quality test k-nearest neighbour
classification method [5] was used. The selected sampling data

Fig. 3. Part of Landsat-7 composite image (R = band 7, G = band 4, B = band
2), where sampling area data of water body borders are marked with a red
colour. Acquired on July 17, 2006.
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Fig. 4. Part of Landsat-7 composite image (R = band 4, G = band 5, B = band
1), where sampling area data of wetlands are marked with a red colour.
Acquired on July 17, 2006.

for each of the classification classes were divided into two
parts, the first part was used for training the classifier while
the other — as the test data.

For the accuracy of classification, one of the most
frequently used methods — classification error matrix — was
used [22]. The results are shown in Table I. This matrix shows
correlation between the data used in training and classification
results. Using classification error matrix, several accuracy
characteristics were calculated in: overall accuracy, producer’s
accuracy and user’s accuracy. Producer’s accuracy indicates
the percentage of a given land cover type test data that are
classified correctly, while user’s accuracy characterizes the
probability that a certain type of pixel truly represents the land
cover types. Table II shows the achieved accuracy. The overall
classification accuracy is 99.6 %.

TABLEI
ERROR MATRIX RESULTING FROM CLASSIFYING TEST DATA
Agricultural Forest Wetland | Water Row
land land body Total

Agricultural 342784 305 11 0 343089
land
Forest land 153 107283 0 0 107284
Wetland 153 158 48803 1479 50593
Water body 0 0 96 46235 46331
Column 342938 107746 48910 47714 | 547297
Total
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TABLEII
THE ACHIEVED ACCURACY
Producer’s accuracy User’s accuracy
Water body 96.9% 99.7%
Wetlands 99.8% 96.5%
Agricultural land 99.9% 99.9%
Forest land 99.6% 99.9%

Fig. 5. Part of Landsat-7 composite image (R = band 7, G = band 4, B = band
2), where sampling area data of agricultural lands is marked with a red colour.
Acquired on July 17, 2006.

Fig. 6. Part of Landsat-7 composite image (R = band 5, G = band 4, B = band
3), where sampling area data of forest land border are marked with a red
colour. Acquired on July 17, 2006.

VI. CONCLUSIONS

As it has been already mentioned in the paper, for suitable
ground cover sampling selection in Latvian geographic and
climatic conditions only vegetation indices cannot be used. As
the spring and summer seasons have great vegetation density,
a large value of the index may be not only on forest lands but
also on agricultural land.

Using the proposed method for characterization of each
class classification the sufficient number of pixels was
obtained, i.e., more than 30p and more than 10 sample plots
located throughout the satellite image.

Examining the quality of the classification by using the
selected training data divided into two parts — the classifier
training process data and test data — a high overall accuracy
was achieved — 99.6%. Agricultural land was the only
classification class that spectrally differed from other classes.
To increase the accuracy of the wetlands and water body
areas, it is necessary to implement additional restrictions for
wetland sampling area creation mask as the wetland test data
were confused with water bodies, i.e., the wetland test data
were classified as water bodies.

Urban and built-up area signatures cannot be defined as a
separate class as one pixel in medium resolution image can
represent buildings, parks, roads, etc. Consequently, there is a
need for post-processing the results to identify these areas and
to exclude, for example, city parks that in this case are
included in the agricultural land class.
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Inga Pakalnite, Aleksandrs Glazs. Automatizéta paraugdatu sagatavo$ana dazadiem zemes seguma veidiem multispektralu attélu klasifikacijai
Mausdienas, lai veiktu zemes seguma kart€Sanu, biezi tiek pielietota multispektrala att€lu klasifikacija. Visas klasifikacijas metodes var iedalit divas pamata
kategorijas — nevadita un vadita klasifikacija. Nevaditas klasifikacijas metodes neietver apmacibas procesu, tadgjadi att€los tiek mekl&tas dabiskas grupas un
struktiiras. Diemzgl §is metodes multispektraliem att€liem var nedot vélamo rezultatu — ta ka tiek identificetas spektrali homogénas klases, tas ne vienmér izdodas
piekartot lietotaju interesgjosam klasém, piem&ram, Gdenstilpes, meZzu zeme utt. Pretstata nevaditajai klasifikacijai, vaditas klasifikacijas pamata ir pieejamo
paraugdatu izmantoana. Klasific&jamais pikselis tiek pieskirts tai klasei, kuras paraugdatiem tas ir vislidzigakais. So metozu gadijuma klasifikacijas rezultats ir
atkarigs no paraugdatu kvalitates. Manuala parauglaukumu iezZiméSana attela ir loti laikietilpigs process, kas var aiznemt vairakas dienas vai pat ned€las.
Paraugdatu atlases laiku ir iesp&jams samazinat, izmantojot references datus vektordatu forma, bet $aja gadijuma samazinas paraugdatu kvalitate. Ka arf — ne
vienmér references dati ir pieejami vai tie pilniba neatspogulo esoSo situaciju pétamaja apgabala.

Darba tiek piedavata automatiz&ta paraugdatu atlases metode cetriem zemes seguma tipiem péc to lietoSanas veida (Tidenstilpes, purvi un mitraji, lauksaimnieciba
izmantojama zeme un mezu zeme) atbilstosi Latvijas geografiskajiem un klimatiskajiem apstakliem. Balstoties uz atsevisku Landsat TM un ETM+ frekvencu
joslu un to kombinaciju spektralajam vertibam, tiek izveidotas paraugdatu laukumu maskas katrai klasifikacijas klasei. Izmantojot piedavato metodi, tiek iegiits
pietickams pikselu un paraugdatu laukumu skaits visa attéla katrai no klasifikacijas klasém. Ieglito datu kvalitates parbaudei tiek izmantots k-tuvako kaiminu
klasifikators. Izmantojot kliidu matricu, tika aprékinati vairaki precizitates raksturlielumi: kopgja precizitate, razotaja precizitate un lietotaja precizitate. Rezultata
tiek sasniegta augsta kopgja precizitate — 99.6%. Klasifikacijas rezultatu pecapstrade ir nepiecie$ama, lai izdalitu pilsétas un apbiives apgabalus, ta ka So apgabalu
signatiiru ka atseviSku klasi nav iespgjams defingt.

Hura Iakxannure, Ajdexcanap I'yia3. ABTOMATH3MpPOBaHHAasi NOJArOTOBKA BBLIOOPKM NAHHBIX JJIs KJIACCHQHKAIMH Pa3HBLIX THIOB PACTHTEJILHOIO
NMOKpPoBa 3eMJI B MYJIbTHCIEKTPAJIBHBIX H300pasKeHUsX.

B Hacrosiiee BpeMs U1 KAPTUPOBAHUS PACTUTEIFHOTO IIOKPOBA 3€MIIM YaCTO UCHOJb3YeTCs KIACCH(pUKALMA My IbTUCIEKTPalIbHBIX H300paskeHnil. Bee MeTo1b!
KTacCH(UKAIMU MOXKHO Pa3eNuTh Ha JBE OCHOBHBIE KAaTETOPHH — HEKOHTPOIHMpyeMas M KOHTponupyeMas Kiaccubukanus. MeTombl HEKOHTPOIUpPYeMOn
Kk1accuuKanuii He BKIIOYAIOT B ce0s Ipolecc OOydYeHHs, CIEAOBaTeNbHO, B M300PAKEHUSIX JTH METOIbI HINYT €CTECTBEHHBIC IPYNIBI U CTPYKTYphl. K
COXKAJICHHIO, 3TH METO/bI HE BCETJa JAIOT JKeJIaTeNbHbIN Pe3yNbTaT Il MYJIbTHCIEKTPAIbHBIX M300paxeHni. Tak kak B M300paKeHUAX MACHTUGULIHPYETCS
CIIEKTPANbHO-TOMOTEHHbIE KJIAacChl, HX HE BCErAa yOacTCsl MPUCIOCOOHTh K MHTEPECYIOIIUM IONB30BaTeNs KiaccaM, HaIpHMep, jJeca, Boja U Tak ganee. B
OTJIMYHME OT HEKOHTPOIMPYeMOW KIaccHU(UKAI[MU, KOHTPOIUpyeMas KIacCH(HKaIUs OCHOBaHA HA HCIONB30BAHMU HMEIOIIEHCs BHIOOPKH maHHBIX. Kaxmbri
KJIacCU(UIUPYEMBIi ITHKCENb CPABHUBACTCS C BHIOOPKOW JAaHHBIX, U HA OCHOBAHHU 3TOTO CPaBHEHHs ITHKCEIb OTHOCUTCS K Haubojee NMOAXOAAIIEMY Kiaccy.
PesynbTat KIaccu(uKanuy TUX METOJOB 3aBUCHUT OT KauecTBa JaHHBIX, HCIIONB3YEMBIX B Ipolecce 00yueHus. PydHas MapkupoBka ob1acTeil BBIOOPKU JaHHBIX
MOXET 3aHATh HECKOJIbKO IHEW WM Jake Hemelb. Bpems BbIOOpa BBIOOPKHM MOXKHO YMEHBIIUTH C IIOMOIIBIO pe(epPEeHTHBIX NAaHHBIX B (hOpME BEKTOPHBIX
JIaHHBIX, HO B 9TOI CHTYyal[¥e YMEHBIIUTCS KauecTBa BHIOOPKH. A Tak e - He BCcersia pe(pepeHTHbIC JJAHHbIC JOCTYIHBI MIIH OHH HE B IOJHOH Mepe OTpaaroT
TEeKYILYIO CUTYaIHIO B HCCIEAyeMOoii obnocTe.

B namHOlf paboTe mpejiaraeTcss aBTOMaTH3UPOBAHHEIA METOJ OTOOpa BBIOOPKM IS YETHIPEX TUIIOB PACTUTENHHOIO HMOKPOBA 3¢MIH B 3aBUCUMOCTH OT UX
UCIOJIb30BaHUs (BOJOEMBI, O0JIOTA, CEIbCKOXO3AICTBEHHBIC YrObsl U JIECHBIE YTrOfbs) B COOTBETCTBHM C reorpa)MuecKMMU M KIMMATUYECKUMH YCIOBHUSAMH
JlarBun. Ha ocHoBe cnekTpanbHbIX 3HaueHui oraenbHbIX Landsat TM u ETM + uzoOpaxeHnit ¥ MX KOMOMHALMKA CO3JAOTCS MACKHU JJIS KaXXIOTo Kiacca.
Vcrions3ys IpeAnoKeHHbI METO, B pe3yIbTaTe MOTydeHO NOCTaTOYHOE KOIMYECTBO IMUKCENeH n 00IacTel Uit BHIOOPKU JaHHBIX BO BCEM H300paXkeHHE I
Ka)XI0To Kiacca Kinaccudukauu. s npoBepky KayecTBa IMOJyYSHHBIX JAHHBIX UCIIONB3YIOTCS Kiaccudukarop k-Ommwkaimmx coceneit. Mcnonb3yst MaTpULbl
omuoOoK, ObIIO PACCYMTAHO HECKOIBKO XapaKTEPUCTHK TOYHOCTH: OOINas TOYHOCTH, HPOM3BOJHUTENbHAS TOYHOCTh U TOYHOCTH MONB30BaTelsd. B pesymbpraTe
JIOCTUTHYTa BBICOKas oOImas TOUHOCTH - 99,6%. HeobOxommma mocnmenyromass o0paboTka pe3ylabTaToB KIacCHGHKAINH U PAcHpeNeNeHUs] TOPOACKUX H
CTPOHTENBHBIX IUIOMAEi], Tak KaK 3TH 00JIACTH HEBO3MOXKHO OLPEJEINTH KaK OTACNIBHBIH Kilacc.
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