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ABSTRACT

This work is dedicated for research on new methods for three dimensional shape data acqui-

sition applicable in mobile embedded systems with limited resources. The aim is to facilitate

development of new cyber-physical system applications in fields such as flexible electronics,

robotics, smart textile and wearable electronics. A particular attention is paid to application of

miniature low-power, low-cost hardware, efficient data acquisition and processing that can pro-

vide real-time operation. Also, the work focuses on methods that enable ubiquitous operation

and does not rely on external infrastructure. In this work a novel method for shape sensing is

proposed that is based on 3-axis acceleration and magnetic sensor nodes that are embedded into

the material and can measure local orientation data. The proposed algorithm for global shape re-

construction from local orientation measurements ensures fast computations utilizing data from

large number of sensors. Detailed simulations are provided to demonstrate feasibility of the

proposed method. Additional contribution is related to new network architecture that allows

efficient data acquisition from more than 200 low-power sensors that is required for proposed

shape sensing algorithm. Also, practical implementation of proposed methods is demonstrated

and shape reconstruction performance is evaluated in experimental tests by comparison to com-

mercial Kinect v2 sensor that can act as three dimensional scanner. In the end of the work

approbation of proposed methods in mobile cyber-physical system for medical applications is

demonstrated. Real-time posture monitoring and feedback system is developed using proposed

methods and applied for medical studies in collaboration withmedical specialists, demonstrating

the applicability of the method in practical mobile embedded systems.
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ANOTĀCIJA

Šis darbs ir veltīts jaunu trīs dimensiju formas datu ieguves metožu izpētei, kas izmantojama

mobilās iegultās sistēmās ar ierobežotiem resursiem. Darba mērķis ir veicināt attīstību jaunu ki-

berfizikālo sistēmu pielietojumos tādās jomās, kā viedie audumi, valkājamas sistēmas, robotika

un lokanā elektronika. Darbā tiek apskatīta miniatūru zemu izmaksu un neliela enerģijas patē-

riņa ierīču izmantošana, kā arī efektīva datu savākšana un apstrāde, kas var nodrošināt darbību

reālā laikā. Papildus uzmanība tiek vērsta uz pieeju, kas nodrošina mobilu darbību un nav atka-

rīga no ārējas infrastruktūras. Šajā darbā tiek piedāvāta jauna metode formas mērīšanai, kas ir

balstīta uz trīs asu paātrinājuma un magnētiskā lauka sensoru mezgliem, kas tiek iestrādāti ma-

teriālā un var iegūt datus par tā orientāciju dažādās vietās. Piedāvātais algoritms kopējās formas

atjaunošanai no lokālo orientāciju datiem nodrošina ātrus aprēķinus, vienlaikus izmantojot da-

tus no liela daudzuma sensoru mezglu. Detalizētās simulācijās ir pierādīta piedāvātās metodes

darbība un novērtētas kļūdas. Papildus ieguldījums ir saistīts ar jaunas sensoru tīkla arhitektū-

ras izveidi, kas var nodrošināt efektīvu datu savākšanu no vairāk kā 200 zema jaudas patēriņa

sensoriem, kas var būt nepieciešami virsmas atjaunošanas algoritmam. Tāpat ir demonstrēta

metodes praktiska realizācija, kā arī virsmas atjaunošanas darbības kvalitāte ir novērtēta ekspe-

rimentālos testos, salīdzinot rezultātus ar komerciālo Kinect v2 sensoru, kas var darboties kā

trīs dimensiju skeneris. Darba beigās ir demonstrēta arī piedāvāto metožu aprobācija mobilā

kiberfizikālā sistēmā medicīnas pielietojumiem. Ir izstrādāta reāla laika stājas monitoringa un

atgriezeniskās saites sistēma, un tā pielietota medicīniskos pētījumos sadarbībā ar medicīnas

speciālistiem, demonstrējot metožu pielietojamību praktiskās mobilās iegultās sistēmās.
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NOMENCLATURE
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INTRODUCTION

Ability to measure 3D geometric properties of an object can provide data about shape of

the object. If the object is measured in real-time, continuous deformations can also be moni-

tored. This data is valuable for various new emerging applications. Shape sensing ability could

be used in robotic systems to gather information about objects in outside environment [1] or to

obtain precise feedback of robot manipulator position [2]. In the new emerging field of flexible

electronics [3] shape sensing could provide direct feedback of device configuration and allow

new ways of interaction with these devices. Additional new fields that are growing very fast

and could benefit form shape sensing technologies are wearable computing and smart textiles

[4]. Here the data about textile shape could be used to provide real-time information of wear-

ers posture and movement. The clear potential applications of shape sensing combined with

advancements in new sensing technologies, for example Micro Electro Mechanical Systems

(MEMS) [5], attract more researchers to focus on this field.

The above mentioned applications usually are controlled by specific group of computers.

People usually pay attention only to computers and software that are used for information pro-

cessing for human consumption and interaction such as text editing, browsing web, emailing,

etc., which is the most visible group. However, a vast majority of computers in use belong

to a much less visible group. These computers do the essential work of controlling different

appliances and processes such as car engines, automotive subsystems, radio transceivers of mo-

bile phones and other wireless devices, washing machines, refrigerators, dishwashers and other

home appliances, robots and conveyor systems in manufacturing facilities and just about any

other appliance imaginable. This much less visible group of computers is called embedded sys-

tems [6].

Historically embedded systems were treated as small computers. The engineering prob-

lem was defined as copying computer functionality with limited resources - limited processing

power, limited energy, limited amount of memory, etc.; therefore it was not much distinguished

from computer science. As the desire to control more and more complex processes increased,

researchers started to notice that the main challenges in embedded systems often arise from

interaction with physical world rather than just limited resources. Because of this a new sub-

field called cyber-physical systems (CPS) was introduced. A CPS can be seen as an extension
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of embedded systems where the particular focus is on integration of computation with physical

processes. ”When studying CPS, certain key problems emerge that are rare in so-called general-

purpose computing. For example, in general-purpose software, the time it takes to perform a

task is an issue of performance, not correctness. It is not incorrect to take longer to perform a

task. It is merely less convenient and therefore less valuable. In CPS, the time it takes to perform

a task may be critical to correct functioning of the system” [7]. For example, a car airbag system

has to be deployed in exact time and at exact circumstances in physical world to be useful. Any

deviation from it means a critical error for the system.

To provide a close interaction between computers and physical world a system with spe-

cific structure has to be designed. Embedded computers and networks monitor and control the

physical processes, usually feedback loops are implemented where physical processes affect

computations and vice versa. To provide this functionality areas such as embedded comput-

ing, computer networks and sensor systems form the core of CPS research. Operation of CPS

is closely dependent on physical environment, therefore novel sensing technologies and sensor

systems have a huge role in facilitation of development of new andmore functional CPS. In addi-

tion, a number of CPS applications such as wearable devices, portable electronics, robotics, etc.

often require mobile operation, thus when developing sensor systems particular attention has to

be paid not only to ensure system operation with limited resources but also to provide ability to

operate in a portable system in different environments with limited supporting infrastructure.

In relation to CPS, all techniques for 3D shape data acquisition can be divided in two ma-

jor categories. The first category performs some form of remote sensing utilizing either active

or passive external equipment such as single and stereo camera setups, time of flight cameras,

LiDARs, touch probes, and other solutions based on various principles - laser, light, sound,

physical contact [8]. The second category uses sensors that are placed on or even embedded

into the measured object itself. Most of the previous studies that are related to measurement

of object 3D geometric properties fall under the category that utilizes external equipment [9].

These approaches can often provide object models with high accuracy; however, there are two

major problems that are inherent in system architecture with external equipment. One is that it

requires specially equipped surroundings, which considerably limits the range of operation and

portability. The other significant problem is occlusions. External sensors have to have a clear

line of sight to the object which is not always practical. In addition, an object with more compli-
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cated shape can sometimes itself occlude some of its details. Both of these limitations prevent

methods with external equipment from being used for mobile CPS applications such as smart

shape aware textile, flexible electronics and other applications that require mobile measurement

of relatively complex 3D shapes.

The aim of this work is to facilitate the development of new CPS applications by exploring

new 3D free-form shape sensing methods. The focus is on the research of methods utilizing

equipment that enables ubiquitous operation of mobile CPS. Also, attention is paid to the em-

ployment of miniature low-cost, low-power hardware, the development of efficient data pro-

cessing algorithms suitable for real-time CPS and the development of methods for efficient data

acquisition to gather data from a large number of sensors to provide high resolution measure-

ments.

At the beginning of the work the following tasks were defined:

• review the literature related to object shape measurement with sensors embedded in the

measured object and identify the most suitable approach for mobile CPS applications;

• develop a shape reconstruction method based on embedded sensors that can obtain real-

time 3D shape information and can be implemented in an embedded system;

• develop a method for data acquisition that can effectively gather data from a large number

of sensors required by the shape reconstruction algorithm;

• experimentally validate the feasibility of the proposed methods and practically test the

shape reconstruction performance;

• implement and approbate the proposed methods in a mobile CPS application.

During the development of this work the following thesis statements have been promoted

and proven:

1. Low-cost inertial and magnetic sensor network can be used to reconstruct the shape of 3D

surface with an average error less than 6 % relative to the smallest surface dimension.

2. It is possible to acquire the necessary information about 3D orientation from more than

200 sensors with more than a 50 Hz sampling rate by utilizing the proposed enhanced-

daisy chained 4 wire architecture and off-the-shelf hardware.
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3. The proposed fixed-length vector algorithm allows reconstructing the object shape more

than 40 times faster on the same hardware with negligible (less than 1 %) reduction in

accuracy compared to state-of-the-art integrating algorithm.

The rest of the work is organized as follows. In Section 1, a detailed literature review of

various shape sensing methods that are based on embedded equipment is provided. The most

suitable approach for mobile CPS is identified. In Section 2, methods for 3D shape reconstruc-

tion based on local orientation data are proposed. First a case with application of acceleration

sensor network together with its limitations is described. Then a method utilizing acceleration

and magnetic field sensor network is proposed. Detailed simulations are provided to validate

the feasibility of this method. In Section 3, various communication interfaces available for inte-

gral circuits are reviewed and a new method is proposed for an effective data acquisition from a

large number of sensors suitable for shape sensing applications. Section 4 is dedicated to the de-

scription of development and testing of experimental systems for shape sensing sensor network.

Detailed shape reconstruction performance evaluation of the proposed method is provided here.

In final Section 5, the implementation and approbation of proposed methods in mobile CPS is

shown. A mobile posture monitoring device for medical applications that is based on the new

methods proposed in this work is demonstrated. An approbation in medical institutions for pa-

tients with posture and movement dysfunction is also described. At the end of the work overall

discussion and conclusions are given. Conclusions are supplemented with the list of author’s

published papers, conference abstracts, demos, visited conferences and projects relevant for this

work.

This Doctoral thesis is based on the papers [10, 11, 12, 13, 14, 15] by the author of this The-

sis and paper co-authors Ricards Cacurs, Modris Greitans, and Krisjanis Nesenbergs. Some

additional information found in this work is previously published in a master’s thesis work [16]

by the author of this work and in the conference abstracts and demos [17, 18, 19, 20, 21] with

additional co-authors Armands Ancans, Emil Syndykov, Leo Selavo, Santa Geidane, and An-

dra Greitane. Here and further in the text, the references with authors own contribution are

highlighted in bold and underlined.
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1. METHODS FOR SURFACE SHAPE SENSINGWITH EMBEDDED
EQUIPMENT

In the literature a number of studies try to acquire a 3D shape of object surface by utilizing

sensors that can be placed on the object or even embedded into the object. These are often

referred as self sensing devices as they include the required sensors themselves. Usually, a

network of sensors is used to provide some local information from multiple locations on the

object, which can then be used together to obtain global shape characteristics. These studies can

be categorized in two major subgroups. In one subgroup, the information about object shape is

obtained by measuring the bending of the material based on various physical principles that can

be sensed by an electronic equipment. In the other subgroup, the shape of the object is estimated

by measuring the orientation of different segments of the shape. The global shape characteristics

are then reconstructed form the local orientation information basing on known interconnection

model between the segments.

1.1. Shape sensing by measuring bending of the material

Different complicated shapes can be seen as deformations of some more simple reference

state, for example a flat surface. This implies that sensing of object shape in a straightforward

way can be done by measuring the bending of the material of the object in different locations

along the object. A number of physical principles can be used to produce bend sensor [22].

Multiple such sensors can be combined to obtain bending information along different degrees

of freedom, as well as to measure multiple different deformations along the object.

Authors in [23] propose a surface profile sensing mechanism that is based on surface acous-

tic wave (SAW) sensors. The sensors were fabricated from Polyvinylidine diflouride (PVDF)

that ensures flexibility. In an experimental setup it was demonstrated that the produced sensor

changes the amplitude and the phase of the input signal in correlation with bending radius of

the sensor, however, it was also stated that sensor output signal is extremely small and noisy

relative to the input signal, therefore significant attention has to be paid to signal filtering and

amplification. Also a system setup that allows surface shape sensing using two independent net-

works of 2D SAW sensor grids was superficially described and no simulation or experimental

results for surface shape sensing performance was provided.
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Authors in [24, 25] use ShapeTape sensor, which is a thin array of fiber optic curvature sen-

sors laminated in a rubber band that can sense its bend and twist. Bend and twist are measured at

intervals by two fiber optic bend sensors. ”Resolution is limited by the spacing of these sensors.

By summing the bends and twists of the sensors along the tape, the shape of the tape relative

to the first sensor can be reconstructed.” [25] The sensors are used to reconstruct curves, also,

the possibility to reconstruct the shape of surfaces is stated. In [24] the main focus is on sensor

application for various human-computer interaction techniques. The precision of reconstruc-

tion is not evaluated in detail, but the authors state that the method is less suitable for technical

modeling due to the lack of sensor precision. Problems such as hysteresis and drift are reported

in [25]. Also, in both sources the surface reconstruction using multiple sensor bands to obtain

deformations along whole surface is not tested.

A number of studies use sensors that are based on piezoelectric effect and can sense bending.

In [26], a PVDF material sensors with piezoelectric properties are used for shape measurement.

The correlation between the output voltage and direction as well as the amplitude of bending is

demonstrated. Basic concepts for shape reconstruction are also shown with limited resolution

setup that utilizes only four sensors. In [27], similar approach is used. An array of 4 × 4

piezoelectric sensors are placed on thin film. Sensor data are used to recognize different discrete

shapes limiting the applications for free-form shape measurement. In both studies no detailed

shape reconstruction accuracy evaluation is provided.

In [28], a transparent sensing surface for 3D surface shape detection is proposed. A net-

work of PyzoFlex [29, 30] bend sensors are used in order to profile the surface and reconstruct

its shape. The sensors can be printed on thin transparent substrate layer. A specific layout of

the sensor network ensures the ability to profile different free-form deformations of the ma-

terial layer. Two reconstruction algorithms were proposed - weighted linear interpolation and

learning based continuous regression. Detailed evaluation of accuracy was performed using

custom multi video camera setup as ground truth, that can detect different marker locations on

the surface and reconstruct its shape. The reported average error over 10 000 bending poses

was 15 ± 7mm for learning based algorithm and 18 ± 9mm for linear interpolation algorithm

with increased error in the corners of the surface where most of the deformations occurred. In

addition, several application scenarios were proposed. Main application example included the

use of the sensor device as a transparent tablet display cover that can allow intuitive multilayer
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interaction due to the transparent properties of the sensor. For example, the transparent sensor

cover allows a variety of paper like interactions with digital display, where the sensor layer can

be physically lifted up as a page of the book to peek what is underneath the top layer in user inter-

face of applications such as image and animation editors or games. Other applications relating

to human-computer interaction also were proposed. Several problems were reported includ-

ing sensor deterioration over prolonged periods, folding limitations, sensor drift and challenges

in processing algorithms especially for larger deformations. Also the physical implementation

of printed sensors on composite substrate limits their integration in several environments, for

example, smart garment applications.

In [31] a fabric with an embedded layer of conducting polymer that has piezoresistive prop-

erties is used in order to obtain shape of human body parts. A mesh type array of sensors

is embedded into tight garments to sense surface strain fields. It is assumed that strain fields

change their intensity around deformation triggering points, for example, joints on human body,

allowing to estimate the bending angle of the deformation. Problems such as hysteresis and

aging of the sensors as well as the difficulty to represent high-dimensional deformations were

among the reported limiting the accuracy of the method and its application for surface shape

sensing in general case.

Most of the surface shape sensing methods that are based on measurement of material bend-

ing have similar properties. The most frequently mentioned problems include hysteresis of

sensors, aging, limited resolution, complex hardware and data processing algorithms to mea-

sure deformations with high degree of freedom on larger surface areas. Also a lot of focus is

on recognition of discrete deformations rather than on universal full free form 3D shape recon-

struction. This is partly because of the complexity of mapping the raw sensor readings to precise

continuous deformations due to various sensor errors and other effects described earlier.

1.2. Shape sensing by measuring orientation of object segments

Recent advances in MEMS technologies allow to manufacture miniature low-cost sensors

[5] that can be embedded into materials to provide local information which can be used to obtain

global shape characteristics. Utilizing orientation information instead of acquiring displacement

from acceleration data allow to remove the sensor drift that is often associated with inertial sen-

sors. Magnetic sensors are often used in combination with accelerometers in order to obtain
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the full three degrees of freedom orientation measurement. The measured orientations of differ-

ent object segments can be applied to the model of segment interconnections to reconstruct the

shape of the object.

Most of shape sensing methods that are based on orientation measurement with inertial sen-

sors are used for specific non-general purposes. A complex object that can change its shape with

high degree of freedom deformations usually is monitored by dividing it in a number of rigid

segments and applying the orientation sensor to each segment. The measured orientations are

then applied to the model of the in order to retrieve specific parameters or reconstruct the shape

of the object relative to some nominal state. Most popular examples of such applications include

wearable systems that allow monitoring of different poses and movements of the human body.

In this case the sensors are attached to various human body parts and the pose of the body is

reconstructed using biomechanical models. It must be stated that movements can be interpreted

as a sequence of different subsequent poses similarly as video in essence is a sequence of static

images.

In [32] the validity and reliability of accelerometer application for general human posture

and movement monitoring is studied. It was showed that accelerometers can provide valuable

information despite measurement errors which mainly are the result of dynamic accelerations.

In [33] human inclination is measured using three-axis accelerometer in order to characterize

human pose and movement. In [34] six 2-axis accelerometers are used to measure human back

posture in sagittal plane and in [35] three 3-axis sensor modules are used to measure it both in

sagittal and coronal plane. In [36] 3-axis acceleration, magnetic and gyroscope sensor nodes are

used to measure the angle of the ankle joint. The method is applicable to measurements of other

joints in general in order to reconstruct articulated object shape.

A number of studies measure poses and also movements of the whole human body. In [37]

an accelerometer and gyroscope sensor network is proposed as inexpensive alternative to optical

motion capture systems. Themeasurements of human body shape are done in sagittal plane only.

In [38] a system based on 3-axis acceleration, magnetic and gyroscope sensor nodes is used in

order to reconstruct human body pose and motion. Similar approach is used in [39] where

a wearable motion capture system is described. The system is usable in different conditions

including dynamic motions and can accurately reconstruct the shape of the human body. Similar

approach is described in [40] and [41]. In [40] particular attention is paid to magnetic sensor
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disturbance compensation and studies of different sensor fusion algorithms including inertial

sensor fusion with optical sensors. In [41] the author has a particular focus on inertial sensor

signal processing to minimize drift.

In contrast only a few researchers have tangled the problem of reconstructing free form shape

from inertial/magnetic sensors in general case. In [42] authors propose an accelerometer network

applied to a cloth-like sheet that can measure 3D shape of its own configuration. The proposed

solution consists of rigid lattice structure where a 3-axis accelerometer is attached to each link

of the structure. A roll and pitch angle of each link is measured directly with accelerometer. A

specific algorithm in combination with deformations with limited degrees of freedom enforced

by the physical lattice is proposed to estimate the third rotation degree of freedom (yaw - rota-

tion around vertical axis) for each link and thus estimate the shape of the sensor structure. The

feasibility of simple shape reconstruction is demonstrated with an experimental setup using 12

sensors, but no detailed shape sensing performance analysis is provided. In [43] a tactile sensing

application of the same method is proposed. The tactile sensing is planned to be achieved by

wrapping a compressible material in the shape measuring sheet. The tactile information could

be obtained by knowing the stiffness coefficient of the material and measuring the place and

amplitude of deformation. In [44] authors propose to also add magnetic sensors to each link

of the lattice in order to provide a direct method for estimation of the third rotation degree of

freedom (yaw - rotation around vertical axis). In [45, 46] the same authors introduce larger

test setup with 24 links equipped with 3-axis accelerometers and magnetometers. Simulations

to determine the sensor noise effects are showed, however, still no detailed shape reconstruc-

tion performance evaluation is provided. Problems such as limited resolution, sensor wiring

difficulties and limited accuracy are reported.

In [47] authors propose an artificial robotic skin architecture. The architecture is developed

to provide rich and direct feedback about robot interaction with the outside world. It is based

on flexible hexagonal cells that can uniformly cover various surfaces and provide cell to cell

connections for data transfer. Basing on this architecture in [48] authors demonstrate an artificial

skin that can reconstruct the 3D surface of robotic body parts. The shape reconstruction method

uses an accelerometer network that is embedded into a flexible material with the proposed cell

type architecture, where each cell is equipped with one 3-axis acceleration sensor. The relative

orientation of each segment is determined by a corresponding accelerometer and the shape is
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reconstructed using some a priori knowledge and a number of assumptions about the model

of the skin cell structure and its properties. An experimental prototype is developed and its

performance is validated by reconstructing the shape of two objects with known dimensions.

The reconstruction procedure requires putting the measured object in two different poses. The

reported error for these two experiments were up to 5%, but a statistically insignificant number

of tests were performed. Also, problems such as sensor noise, limited resolution due to the small

amount of sensors for curvature radius of tested surface were reported.

Authors in [49, 50] describe their work on 3D curve reconstruction from orientation mea-

surements. A ribbon of acceleration and magnetic sensor modules is proposed which is capable

of measuring orientations at different places along the curve. These orientations are used to

obtain tangents of the curve from which the shape of the curve is reconstructed. A prototype

device was built providing reconstruction of single 3D curve with 5 frames per second. In [51]

multiple such ribbons are applied for 3D surface shape reconstruction. Multiple curves along

the surface are reconstructed and then the surface area between the curves is interpolated in

order to reconstruct the surface shape. No practical evaluation of the method is provided, but

simulations show a maximum error of 8.23% for more complicated shapes. In [52] the same

method is applied to measure animated surfaces with variable shape in time. A mechanical de-

vice for validation of system performance is proposed, but not yet tested. However, simulation

results suggest feasibility of the proposed system. Finally, in [53] the authors propose a smart

textile capable of measuring its own shape. 3-axis acceleration and magnetic sensor nodes are

embedded into the textile in a grid like pattern to provide local orientation information. Then

similar algorithm as in [51] is used to reconstruct the shape of the textile. Real time surface

reconstruction is demonstrated with 15 Hz frame rate using 3 by 3 sensor grid embedded into

the fabric. No performance evaluation in terms of accuracy is provided.

The authors of aforementioned works [49, 51, 52, 53] report several problems for the pro-

posed methods including difficulty to provide reference for shape reconstruction accuracy eval-

uation and complicated data acquisition process from sensor network to obtain real-time mea-

surements with reasonable frame rate. Because of this, practical implementation and system

performance is not tested in detail, especially for larger sensor networks, that could provide

sufficient resolution for measuring detailed shape deformations with periods in the order of few

centimeters and less. In addition, the methods rely on detailed data interpolation between sensor
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nodes and are mathematically non-trivial requiring relatively high processing power for imple-

mentation on portable devices.

In many of the aforementioned works accelerometers are not the only sensor type used for

orientation estimation. 3-axis accelerometers alone can only measure direction of single refer-

ence vector, providing incomplete sensor orientation estimate. In order to obtain full 3D surface

model another reference direction has to be measured such as the Earth’s magnetic field. Sensor

orientation estimation from gravity and magnetic field measurements is discussed in Section

2.2.1.

In addition to accelerometers and magnetometers many of previous works especially those

related to dynamic movement measurements also use gyroscopes. Gyroscopes often are added

to the system to provide accurate orientation estimates in dynamic conditions and when mechan-

ical vibrations occur [54]. This is due to the fact that accelerometers and gyroscopes can bee

seen to have complimentary properties because of their different noise parameters. Gyroscope

based orientation measurements mainly have low frequency noise often referred as drift [55].

Drift occurs because gyroscopes directly output angular velocity instead of rotation angle. In

order to obtain relative orientation angle the sensor output data has to be integrated over time.

During integration various sensor errors accumulate over time producing a low frequency drift.

In contrast accelerometer based orientation mainly suffers from high frequency noise that occurs

due to the high dynamic accelerations and vibrations. Similar noise characteristics arising form

noisy electromagnetic environment are seen in magnetic sensors that are often used in combi-

nation with accelerometers to provide full three degrees of freedom orientation measurements.

To utilize this complimentary nature a number of filters have been proposed for accelerometer,

magnetometer and gyroscope sensor data fusion. Some of the most widespread techniques are

various modifications of the Kalman filter [56, 57, 58, 59]. Usually the rotation kinematic model

based on gyroscope data is used in Kalman filter update step and then the data from acceleration

and magnetic sensors are used to remove the gyroscope drift. Several other methods are pro-

posed to limit required computing power and facilitate implementation in embedded systems.

In [60] a gradient descent algorithm is proposed and in [61] complimentary filter is proposed for

the same task. In both articles similar accuracy with reduced computing power is reported, how-

ever, due to the nonlinear nature of the systems it is hard to make exact comparison as different

algorithms in various conditions can have particular advantages or drawbacks [62].

22



Despite the advantages that gyroscopes can provide there are also considerable drawbacks.

Gyroscope application for orientation estimate requires integration of sensor output. This im-

plies that the sensor data must be sampled and processed with a relatively high frequency and

the orientation measurement is always dependent on previous measurements. This noticeably

increases the required computing resources for sensor signal processing when compared to ori-

entation estimation with accelerometers and magnetometers. In addition, in modern MEMS

low-power systems gyroscopes can consume over 17 times more current than accelerometers

and magnetometers combined [63].

1.3. Conclusions

There are a number of studies that are dedicated to 3D shape acquisition with embedded

equipment, however, many of these just provide superficial method descriptions leaving some

important details not yet resolved which limits validation and practical implementation. None

of the previous works evaluate proposed solutions in detail for general context in terms of accu-

racy, required computing power, physical implementation and cost. Usually studies either lack

detailed evaluation of practical implementation and real world performance or are suited for a

limited scope of applications.

Measurement of material bending with different approaches provide potentially interesting

solutions for the problem. The main advantage is that the information of bending angle and

curvature radius is direct geometric data that can be used in the object shape model. Despite this,

a bend sensor usually provides data regarding one degree of freedom of a single deformation.

In order to obtain information of more complicated 3D deformations and curvatures in multiple

places along the object, sensor networks with complicated architectures have to be designed.

This also introduces challenges in the sensor signal processing where data from these sensor

structures have to be interpreted as an object shape. The task of signal processing is cumbered

even more due to various physical imperfections of these sensors such as hysteresis, nonlinearity

and aging. These drawbacks provide difficult application of these methods in mobile CPS.

The shape sensing by measuring orientation with inertial/magnetic sensors of object seg-

ments provides an interesting alternative. The most successful applications of this approach are

related for specific tasks such as human body pose and movement monitoring where a relatively

small amount of sensors is required. Very limited previous work has been done to implement
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and experimentally validate this approach for general case free form shape measurements such

as acquisition of surface shape. This is mainly due to the problems related to design of sensor

network for effective data acquisition from large number of low-power sensors and relatively

complicated data processing algorithms that can require significant computing power. Despite

this, high degree of freedom measurement within single sensor, good measurement repeatabil-

ity, highly efficient and cheap production technique of MEMS and easy integration in embedded

systems makes this approach very promising. Other advantages include the ability to provide

not only relative shape of the object, but also information about object orientation relative to

some general reference frame such as earth.

Due to the clearly identified problems, no directly foreseeable limitations from fundamen-

tal physics point of view and large number of potential applications the author further in this

work chooses to study shape sensing based on orientation measurements from inertial/mag-

netic sensors. From inertial sensors only accelerometers are considered, because gyroscopes

consume a significantly larger amount of current and have resource intensive signal processing

requirements as stated in previous subsection, which would considerably reduce method ap-

plicability in mobile CPS. Also, a large number of solutions require shape measurements with

small movement accelerations compared to gravity which even further reduce the requirement

of gyroscopes.

24



2. SHAPE SENSING BASED ON INERTIAL/MAGNETIC SENSOR
MODULES

2.1. Shape sensing based on accelerometer modules

Geometric properties of 3D object shape can be detected usingmultiple three-axis accelerom-

eters arranged in a grid pattern along the object surface [15]. Using the phenomena, that in static

conditions, acceleration measured by accelerometer is only due to the gravitational field of the

Earth’s, orientation of each accelerometer in 3D space relative to the ground can be obtained

except for the rotation angle around vertical axis. This happens as each accelerometer in static

states can bee seen as an 2D inclinometer providing no heading information (rotation around ver-

tical axis). If each accelerometer is applied to a particular segment of the surface, then sensor

orientation data provide information about surface segment relative orientations. By compar-

ing the orientation of each segment and applying the physical constraints of degrees of freedom

enforced by the shape of the grid, it is possible to approximate the shape of the surface.

2.1.1. Orientation estimation using local gravity field vector

Any orientation of a rigid body can be represented as a rotation of the body reference system

within the global reference system. The most popular way of representing 3D rotations are the

Euler angle rotation sequences. However, this method suffers form multiple drawbacks such

as gimbal lock and non-unique representation. Rotation representation with quaternions help to

avoid these drawbacks. In short, quaternion representation defines one rotational axis n⃗ and one

rotation angle θ instead of sequence of three rotations represented by Euler angles.

In static conditions normalized 3-axis accelerometer measurement vector (ax, ay, az) can

be defined as a vertical vector (0, 0, 1), which has been rotated by an angle θ about an axis

(ax, ay, az) relative to some global reference system (Fig. 2.1).

Angle θ can be calculated from trigonometry:

θ = arccos (
az√

a2x + a2y + a2z
), (2.1)

which actually is the same as arc cosine from vector dot product:

θ = arccos((ax, ay, az) · (0, 0, 1)). (2.2)
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Figure 2.1. Visual representation of accelerometer data vector.

Rotation axis n⃗ can be obtained as the vector cross product:

n⃗ = (ax, ay, az)× (0, 0, 1). (2.3)

Components of rotation quaternion can be obtained as follow [64]:

q0 = a = cos( θ
2
)

q1 = nxb = nxsin(
θ
2
)

q2 = nyb = nysin(
θ
2
)

q3 = nzb = nzsin(
θ
2
).

(2.4)

Rotation quaternion can be applied directly to transform 3D vectors, or used to construct a classic

three by three rotation matrix:

R(q) =

q20 + q21 − q22 − q23 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 q20 − q21 + q22 − q23 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 q20 − q21 − q22 + q23

 . (2.5)

The matrix R(q) represents a rotation that describes sensor orientation in relation to global ref-

erence frame. One must note that this rotation matrix includes only two degrees of freedom –

roll and pitch, rotations along the third degree of freedom (often reffed in literature as either

direction, yaw or heading) can not be obtained from inclination measurements and is assumed

to be zero in this model. Any vector describing surface segment can be simply transformed by

multiplying it with R(q):

v⃗′ = R(q)v⃗, (2.6)

where v⃗ is the vector and v⃗′ is the same vector transformed according to sensor orientation.
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Figure 2.2. Structure of nominal surface model.

Surface segment vectors are in the nominal state without any rotation from reference position.

2.1.2. Shape reconstruction from discrete inclination values

A simplified surface shapemodel with one fixed side and without significant distortions such

as stretching and folding along vertical axis is considered [15]. The model consists of multiple

strips attached to the fixed base line of the surface model (Fig. 2.2). Every strip is constructed

from several vectors representing surface segments, each starting from the end of the previous

one. The structure of surface model corresponds to the sensor network arranged in a grid pattern,

where the number of strips and the number of vectors on each strip correspond to the number

of columns and rows in the sensor network. In the nominal state, when rotation matrix of each

sensor from equation 2.5 is a unity matrix (no rotation), all segment vectors are in the reference

position defined by vertical vector (0; 0; l), where l is the distance between the sensors.

To reconstruct the shape of the actual sensor network the orientation of each sensor is cal-

culated using equation 2.5. Then the obtained rotation matrices are used in equation 2.6 to

transform the surface segments from the reference state to the actual orientation of the corre-

sponding sensor. The reconstruction is started from the base line of the model that defines the

origin of each strip of segment vectors. Then each vector is added to the end of the previous

vector in the strip. The Fig. 2.3 depicts the structure of surface shape reconstruction model.

The base line of the reconstructed model can be tied to one of the sensors. This provides that

the base line is transformed according to sensor orientation allowing to dynamically change the

position of the vector strip origins. This leads to a closer approximation of the original shape.
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Figure 2.3. Structure of reconstructed surface model.

Surface segment vectors are rotated according to orientation of each corresponding sensor.

This approach has notable limitations arising from segment rotations around vertical axis.

The orientation estimation that is based solely on one reference vector can provide information

only regarding 2 degrees of freedom - rotation about two horizontal axes leaving the third degree

of freedom undetermined. Because of this orientation of each sensor around z-axis is unknown

and is assumed to be a fixed value when surface model is constructed. This simplification allows

basic shape approximation, but can introduce significant errors in more complicated shapes.

To minimize this drawback, a method is proposed for minimization of segmented surface

approximation error by selection of z-axis rotation angle for each segment if only inclination

of each segment is known [14]. A surface consisting of I segments arranged in a n × m grid

formation is assumed. This surface is continuous and bendable. It contains equal size segments

arranged in an evenly spaced grid formation. The distance between segment rows and columns

is denoted by d. Each segment in the model is represented as a cross-shaped object defined by

four direction vectors: N⃗ = (0; 0; d/2), E⃗ = (d/2; 0; 0), S⃗ = (0; 0;−d/2), W⃗ = (−d/2; 0; 0)

and center location vector C⃗ (Fig. 2.4). These segments are used to construct approximated

surface model.

Starting data N⃗i, E⃗i, S⃗i, W⃗i for each i ∈ [1..I] segments are calculated by rotating vectors

N⃗ , E⃗, S⃗, W⃗ to the inclination values of the corresponding segment. The actual segment z-axis

rotation angle αi and actual segment centre vector C⃗i will be calculated by applying the method

described below.
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Figure 2.4. Structure of segment representation.

Figure 2.5. Structure of a work-set.

The feasibility of the proposed method is demonstrated with brute-force exhaustive search

over all the possible rotation angles around z-axis for each of the segments. The regular grid

is divided into (n − 1) × (m − 1) sub-problems hereinafter referred to as work-sets. Each of

these work-sets consist of four segmentsA1, A2, A3, A4which are connected in such a way, that

without any initial rotation they would form a square as seen in Fig. 2.5. Each of the segments

is represented in work-sets at least once. For the requirements of the algorithm a segment is

considered processed when corresponding αi and C⃗i have been found. Initially for one of the

segments these values are manually defined to serve as a reference for the rest of the model.
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The algorithm consists of these main steps:

• Every work-set in the system is handled one at the time. The order of work-set selection

is previously defined in such a way that every handled work-set contains at least one

previously processed segment.

• While handling a work-set all the combinations of possible αi values for non-processed

segments within it are evaluated based on evaluation criteria explained below. The set

of possible αi values contains successive discrete angles from a certain interval. In this

step C⃗i values are calculated from selected αi values together with values from previously

processed segments.

• Thoseαi and C⃗i values that match the evaluation criteria the best are stored as the resulting

values for corresponding segments. This means, that all segments in the current work-set

are processed and algorithm moves to the next work-set until no more are left.

The structure of the algorithm is showed in Fig. 2.6.

To evaluate which of the combinations of possible z-axis rotation angles will improve the

precision of the reconstructed model the most, constraints from the surface definition are applied

during approximated model construction. The surface is defined as continuous, and because of

that the corresponding sides of the segments should be joined together. Ideally there should be

such a combination of αi rotations for each segment, that all the segments can be connected as

showed in Fig. 2.5 and their corresponding direction vector end points would coincide. Unfor-

tunately this is not true because of the simplified grid model, however, the algorithm looks for

the closest solution to ideal model, by introducing a continuity criterion working as follows:

• Within a work-set three of four pairs of segments are assumed to be jointed in “U” shaped

pattern (A4 to A1, A1 to A2 and A2 to A3). Continuity criterion prefers solutions mini-

mizing the distance ∆d between the fourth pair of segments (A3 to A4).

• For each of four segments within a work-set and a given combination of αi angles tem-

porary endpoint vectors N⃗ ′
i , E⃗ ′

i, S⃗ ′
i, W⃗ ′

i are calculated by rotating each of vectors N⃗i, E⃗i,

S⃗i, W⃗i by an angle αi around z-axis.
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Figure 2.6. The flowchart of the brute-force algorithm.

• From these temporary points segment centers C⃗i are calculated. For each work set at least

one of the segments is already processed at most three of C⃗i are unknown and can be

solved from equation system:
C⃗A1 + E⃗ ′

A1 = C⃗A2 + W⃗ ′
A2

C⃗A1 + N⃗ ′
A1 = C⃗A4 + S⃗ ′

A4

C⃗A2 + N⃗ ′
A2 = C⃗A3 + S⃗ ′

A3

. (2.7)

• For this combination the distance ∆d is then calculated:

∆d = ||(C⃗A3 + W⃗ ′
A3)− (C⃗A4 + E⃗ ′

A4)||. (2.8)

• ∆d represents the matching error between segments so the combination with the lowest

∆d is considered the best.

After applying the continuity criterion several valid solutions are still possible because cases

are possible with infinite number of solutions, for example, when two of the connection points
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between segments are both on a line parallel to z-axis. Also, αi angles are changed by a discrete

step. Because of that, continuity criterion must be loosened by stating that all combinations with

∆d that differ from the best ∆d by an experimentally determined step ϵd are also considered as

possible candidates for the best solution.

Because of this, another criterion must be introduced to select the most probable continuous

surface configuration of the possible candidates. It is assumed, that the starting configuration

of the surface is a flat surface and all deformations require additional energy. For the purposes

of this work it is assumed that states which require less energy are more probable than those

requiring more energy. In essence it means that the algorithm prefers flatter surfaces. This

is provided by the second - flatness criterion. For all the solution candidates after continuity

criterion is applied the distance between the segment centers is calculated as:

F = ||C⃗A1 − C⃗A2||+ ||C⃗A2 − C⃗A3||+ ||C⃗A3 − C⃗A4||+ ||C⃗A4 − C⃗A1||. (2.9)

The solution with largest the F value is selected as the most flat of all solution candidates.

These two criteria are sufficient to select the preferred solution. It must be stated that this

proposed improvement has limitations in general case when inclination and restricted model

does not provide enough information for selection of segment vertical rotations, for example, in

case of vertically curved surface. Despite this, in several cases significant improvements can be

provided. Experimental evaluation of the proposed methods are presented in Subsection 4.1.

2.2. Shape sensing based on accelerometer and magnetometer modules

In previous subsection a particular limitation of shape sensing system regarding surface seg-

ment orientation estimation using a single reference vector measurement was stated. To over-

come this problem sensors that can measure another reference vector can be used in order to

obtain full three degrees of freedom orientation estimates, thus leading to method for detailed

free-form shape detection. This subsection is dedicated to detailed study of shape reconstruction

methods that utilize measurements of two reference vectors. Two reference vectors are obtained

by measuring Earth’s gravity and magnetic field directions.
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2.2.1. Orientation estimation using local gravity and magnetic field vectors

To recover a 3D shape with embedded 3-axis acceleration and magnetic sensor grid, first

the relative surface segment orientations, which correspond to their sensor orientation, have to

be obtained. Due to the reconstruction challenges discussed in Subsection 2.2.2, sensor layer in

material can require a large number of acceleration/magnetic sensor nodes, requiring as much

as several hundred orientation calculations for each reconstructed surface frame. This implies

that it is necessary to use an effective algorithm to minimize the computational burden.

In general, the Euler’s theorem states that any rigid body orientation can be described by

a single rotation around fixed axis. This implies that any sensor orientation can be defined

as a single rotation of sensor reference frame relative to some global reference frame and can

be characterized with orthogonal rotation matrix R. The problem of finding R is discussed

a lot in spacecraft attitude estimation relative to some general reference frame, where R can

be found using observations of vectors which are known in general reference frame, such as

direction of the Sun and stars [65, 66, 67, 68]. The same problem can be assigned for any

rigid body orientation estimation, in this case determining orientation of the sensor node which

can measure Earth’s gravity and magnetic field vectors in its reference frame. It must be noted

that acceleration sensor measurements are suitable for sensor orientation determination only in

static or close to static conditions (dynamic acceleration << g). In Subsections 2.3 and 4.3 a

few possibilities for dynamic performance enhancement are discussed.

There are a number of algorithms proposed for orientation determination. The general prob-

lem of orientation determination can be stated as Wahba’s problem [69], which seeks the R as

the solution for minimization of expression [70]:
K∑
k=1

||v∗k −Rvk||2, (2.10)

where {v1, v2, ..., vK} and {v∗1, v∗2, ..., v∗K} are sets ofK vector observations in object and general

reference frames respectively. Acceleration/magnetic sensors provide only two vector observa-

tions at each system state, which is minimum for full orientation determination with determinis-

tic approach. Because of this no real minimization problem can be defined. Several algorithms

exist that can obtain orientation from two vectormeasurements. TRIAD [70] is one of the fastest,

singularity free and computationally simple deterministic algorithms for orientation estimation.

Authors in [71] propose an algorithm that obtains the same orientation data as TRIAD, but the

33



output is in quaternion form, however, the required computations are more complex. Due to

simpler calculations and no direct requirement for quaternion orientation estimation the TRIAD

algorithm was preferred.

TRIAD constructs two triads of orthonormal unit vectors, one triad is formed from two non-

parallel normalized vectors in general reference frame, the other is formed from the same vector

measurements in sensor reference frame. If we denote Earth’s gravity field vector Eg, mag-

netic field vector Em, sensor measurement of gravity field vector Sg and sensor measurement

of magnetic field vector Sm (all vectors normalized), then the triad in Earth reference frame is

constructed as follows:

e1 = Eg; (2.11)

e2 =
Eg × Em

|Eg × Em|
; (2.12)

e3 = e1 × e2, (2.13)

and the triad in sensor reference frame:

s1 = Sg; (2.14)

s2 =
Sg × Sm

|Sg × Sm|
; (2.15)

s3 = s1 × s2. (2.16)

These triads are then used to form matrix for global Earth reference:

Me =
[
e1 e2 e3

]
, (2.17)

and matrix for sensor measurements:

Ms =
[
s1 s2 s3

]
. (2.18)

Then the rotation matrix R which describes the sensor orientation relative to global reference

frame can be calculated by:

R =MeM
T
s . (2.19)

The rotation matrixR now can be used to calculate surface segment orientation relative to initial

position that corresponds to the sensor orientation relative to Earth reference frame. Any vector

describing surface segment can be simply transformed by multiplying it with R:

v⃗′ = Rv⃗, (2.20)

where v⃗ is the vector and v⃗′ is the same vector transformed according to sensor orientation.
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2.2.2. Shape reconstruction from sensor orientation data

A few authors have discussed the problem of reconstruction of free-form 3D shape from full

three degree of freedom local orientation data. In [51, 53, 52, 50] authors have approached the

problem by treating orientation information as local tangent data of the surface. This tangent

data is obtained from sensor ribbons which are able to reconstruct their own shape as a 3D curve

[49]. Multiple such sensor ribbons are applied to the surface allowing to obtain geodesics of the

surface and thus enabling reconstruction of the global surface geometry.

Ribbons are equipped with sensor nodes capable of obtaining their orientation relative to

Earth’s gravity and magnetic fields. Orientation data is used to obtain local tangent information

which describes the derivative of the curve [49]. Therefore, the output of the sensor ribbon

is discrete samples of the curve derivatives. The essence of the reconstruction problem is that

the spatial locations of derivative samples are not known. Only the derivative samples and the

curvilinear distances (arc lengths) between them are known, which are the distances between

the sensor nodes on flat ribbon. If a curve U(l) is parameterized by an arc length parameter l

with known derivatives U ′(l) at points l = pk (k = 1, ..., n), where n is the total number of

sensor nodes, this relation can be defined with following equation:

L =

pk+1∫
pk

∥U ′(l)∥d(l), (2.21)

whereL = pk+1−pk is the distance between the sensor nodes assuming even sensor distribution.

Preserving relation in (2.21), first the discrete derivative samples are interpolated with natural

cubic splines for 2D curves or cubic splines on unit sphere for 3D curves to obtain continuous

derivative function U ′(l). Then this function is numerically integrated to obtain the curve so-

lution. Due to requirement for the interpolation and numerical integration, the method requires

considerable computing power.

More detailed analytic solution for curve reconstruction from orientation data is proposed in

[72]. Here the interpolation of discrete derivatives of the curve is done with spatial Pythagorean-

Hodograph quintic splines. It is stated that the reconstruction is closer to the original curve,

compared to natural cubic spline reconstruction. However, the method requires extensive itera-

tive computations, and in practical implementation with 3 GHz PC the reconstruction time of a

curve form 8 points (a ribbon with 8 sensor nodes) was reported to be 0.28 s with initialization of
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interpolation coefficients, and 2.25 s without it (see details in [72]). This is a serious limitation

for applications in real-time low-power systems.

In either case the methods have a limited resolution as they can not reconstruct distortions

with a period less or equal to the distance between the sensors. Therefore, high sensor den-

sity can noticeably rise the performance of shape reconstruction, thus systems with large sensor

quantity (potentially several hundred) should be considered to achieve high resolution for de-

tailed shape measurements. This requires very efficient reconstruction algorithms applicable for

data processing of large sensors networks. This is particularly important to potential applica-

tions in mobile cyber-physical systems such as wearable systems, flexible electronics, etc., that

require real time performance with limited computing power.

2.2.3. Proposed method

Based on the previously described approach an algorithm was designed with the emphasis

on application of as many sensors as possible, to reduce the limited resolution problem [10, 11].

Instead of detailed interpolation and integration, it is assumed that sensors are attached to a

rigid mutually connected segments of the surface. This provides coarser approximated model

compared to approach form Subsection 2.2.2, but noticeably decreases computing time. Also,

the approach allows fast shape reconstruction from a large number of sensors. This can pro-

vide a higher sensor density thus increasing the resolution and overall performance of shape

reconstruction.

Acceleration/magnetic sensor nodes are arranged in a regular grid along the surface. The

model of the surface is divided in n rigid segments, where n = i · j is the total number of

sensors used, so that the segment structure corresponds to the structure of the sensor grid (i

and j denote row and column of sensor location in the grid). Each segment is described by

four direction vectors, denoted by N⃗ [i, j], E⃗[i, j], S⃗[i, j] and W⃗ [i, j] and segment center point

C[i, j]. The segment center points are the surface control points which will define the surface

geometry. Initially all segments are aligned with the global reference system by assigning some

base direction vector values such as:

N⃗b = [0; 0; L1

2
]

E⃗b = [L2

2
; 0; 0]

S⃗b = [0; 0;−L1

2
] = −N⃗b

W⃗b = [−L2

2
; 0; 0] = −E⃗b,

(2.22)
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Figure 2.7. Surface segment structure.

Each segment consists of center C and four direction vectors N⃗ , E⃗, S⃗ and W⃗ .

where L1 is the distance between sensors lengthwise and L2 is the distance between sensors

across in the actual grid. In Fig. 2.7 the structure of the surface model can bee seen.

During shape reconstruction the base direction vectors of each segment are translated ac-

cording to the corresponding sensor orientation. By inserting segment direction vectors in the

equation (2.20), actual orientation of segment can be obtained:

N⃗ [i, j] = RijN⃗b

E⃗[i, j] = RijE⃗b,
(2.23)

whereRij is a rotation matrix that describes the corresponding sensor orientation and is obtained

as showed in Subsection 2.2.1. The rest of the direction vectors can be obtained simply as an

inverse:
S⃗[i, j] = −N⃗ [i, j]

W⃗ [i, j] = −E⃗[i, j].
(2.24)

From the segment structure (Fig. 2.7) it can be deduced, that if a single control point location

is known, then any other control point on the same segment row or column can be calculated by

adding and subtracting the corresponding segment direction vectors. If an arbitrary sensor in iref
row and jref column is defined as reference by assigning some constant value to C[iref ; jref ],

then control points on the reference column (j = jref ) can be obtained with expressions:

C[i; jref ] = C[iref ; jref ]+

+
i−1∑

k=iref

(N⃗ [k, jref ]− S⃗[k + 1, jref ])

if (i > iref )

(2.25)
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and

C[i; jref ] = C[iref ; jref ]+

+

iref−1∑
k=i

(−N⃗ [k, jref ] + S⃗[k + 1, jref ])

if (i < iref ).

(2.26)

Similarly it is possible to obtain control points on the reference row (i = iref ):

C[iref ; j] = C[iref ; jref ]+

+

j−1∑
k=jref

(E⃗[iref , k]− W⃗ [iref , k + 1])

if (j > jref )

(2.27)

and

C[iref ; j] = C[iref ; jref ]+

+

jref−1∑
k=j

(−E⃗[iref , k] + W⃗ [iref , k + 1])

if (j < jref ).

(2.28)

ϕ(si) =

si∑
k=s0

(ϕ′(k) ∗ L) (2.29)

After the first row and column are obtained, there is at least one control point with known

coordinates on each other row and column in the grid. Any of the unknown control points now

can be calculated using the known control point in either its row or column as reference. In

theory, both cases should provide equal outcome, however, the results tend to differ depending

on the chosen connection path, due to the finite number of sensing elements in the grid and

the sensor measurement noise. To overcome this problem the control point recovery follows

bilateral process. First, according to structure in Fig. 2.8 (a) each segment center coordinate is

calculated from reference by finding one reference rowwith equations (2.27) and (2.28) and then

connecting other segment direction vectors lengthwise using (2.25) and (2.26). Then similarly

according to structure in Fig. 2.8 (b) all control points are obtained again by obtaining one

reference column with equations (2.25) and (2.26) and then connecting segments across using

(2.27) and (2.28). In the end averaged values from both results are used as a surface control

point coordinates to form closed grid similarly as in [51].
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Figure 2.8. Structure of control point connections.

C[i; j] - reference point. (a) single reference row is obtained, then all other points are calculated with column
method. (b) single reference column is obtained, then all other points are calculated with row method.

The obtained control points can be seen as 3D point cloud defining the shape of the body

similar to a 3D scanner. The full shape model is constructed by drawing a quad-mesh struc-

ture through control points that coarsely approximates the surface shape. If high sensor density

is used, this method can provide reasonably smooth models. In addition, more advanced al-

gorithms can be used providing smoother and more accurate shape fitting on control points, if

limited computing power is of no concern [73].

2.2.4. Simulations

To validate the performance of the shape approximation with the modified approach, the

proposed method was compared with the previous studies. For simplification purposes only 2D

case is analyzed. In 2D proposed method is very similar to the 3D case. The curve is divided in

segments according to the number of the sensors. Each segment now is described by only two

mutually opposite direction vectors. Length of each vector is half the distance between sensors

along the curve. The translation of the direction vectors according to corresponding orientation

is done with 2D rotation matrix.

A complex curve similar as in [49] was synthesized. The curve is defined as:

x = 10 cos(2πt+
π

8
) sin2(2πt)

y = 10 cos2(2πt) sin(2πt+
π

8
),

(2.30)

where t ∈ [0; 1]. The curve was reconstructed from 30 simulated sensor locations with the

proposed method and the method described in [49]. The original and reconstructed curve as well
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Figure 2.9. Comparison of reconstruction methods.

Synthesized curve is thin dotted line. Simulated sensor locations on the curve are denoted by star. Reconstruction
with method from [49] is indicated with dashed line, sensor locations are denoted by circles. Reconstruction with

our method is indicated by solid line, sensor locations are denoted by squares.

as sensor locations can be seen in Fig. 2.9. The average Euclidean distance between reference

and reconstructed sensor locations relative to curve length with proposed method and method

in [49] was 0.49% and 0.31% respectively. The simulation was done in MATLAB on 3.2 Mhz

dual core PC and the calculation times were measured for the proposed method 0.72 ms and

30.05 ms for the method in [49]. It must be noted, for each method reconstruction accuracy

can change depending on the measured shape, sensor density and phase of sensor distribution

relative to the curvatures. In some cases the proposed method provided even better results.

In addition to approximation errors described previously, there are a number of different

error sources that arise from measurement process. These errors fall in two major categories -

sensor measurement errors and sensor mechanical mounting errors. The sensor measurement er-

rors include calibration errors (scale and offset), magnetic perturbations, dynamic accelerations

and sensor noise, which introduce errors in Earth’s gravity and magnetic field vector component

measurement. The sensor mechanical mounting errors include orientation errors, which intro-

duce misalignment of sensor reference frames relative to measured object reference frame, and

placement errors, which introduce differences in inter sensor distances leading to orientation

measurement in incorrect place on the curve.
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Figure 2.10. Synthesized 3D curve.

Synthesized curve is dotted line. Simulated sensor locations on the curve are denoted by stars. Reconstructed
curve is solid line, sensor locations are denoted by squares.

To estimate the impact of each error source on shape reconstruction accuracy, nine sensor

nodes evenly distributed along 3D curve were simulated, allowing to obtain theoretical accelera-

tion and magnetic sensor readings (Fig. 2.10). Before reconstruction the theoretical acceleration

and magnetic sensor data were deteriorated with different errors with increasing magnitudes to

observe impact on reconstruction accuracy.

Sensor measurement errors were simulated by adding the white noise with zero mean and

increasing standard deviations to x, y and z components of gravity and magnetic field vector

measurements. The sensor mounting location errors were simulated by adding the white noise

with zero mean and increasing standard deviations to previously set sensor locations along the

curve. Sensor mounting orientation errors were simulated by rotating theoretical acceleration

and magnetic sensor readings in random direction by rotation angle generated as white noise

with zero mean and increasing standard deviations.

For each error source with each standard deviation 1000 reconstructions were simulated.

Mean values of average reconstruction errors are depicted in Fig. 2.11. Experimental setup for

validation of proposed method is described in Subsection 4.2. Further analysis and discussion

of the errors is done in Subsection 2.3 and Subsection 4.3.
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Figure 2.11. Impact of various error sources.

For each curve ε denotes value of simulated error standard deviation relative to: gravity field vector length
(gravity field vector error); magnetic field vector length (magnetic field vector error), distance between sensors

(mounting location error), π (mounting orientation error). The average curve reconstruction error using
undeteriorated data (approximation error) was 0.59% relative to curve length.

2.3. Conclusions

In Subsection 2.1 theoretical description for shape sensing based on 3-axis acceleration sen-

sors is provided. The main advantage of the method is the relatively simple sensor network

structure that utilizes only one type of sensors. Also, the data processing algorithm that obtains

two degrees of freedom orientation of each surface segment and applies it to simple surface

model constructed of 3D vectors is quite simple and effective. This model is sufficient for basic

shape monitoring, however, still a major source of shape reconstruction errors are the segment

rotations around the vertical axis which are not measured.

This problem isminimizedwith the proposedmethod for selection of z-axis rotation angle for

each segment if only inclination of each segment is known. Despite potentially providing more

accurate model, the method also significantly increase complexity of data processing algorithm.

Also, the method still does not provide a solution in general case as the ability to determine

segment rotation along vertical axis is dependent on inclination. However, more simple shape

acquisition is still feasible, for example, in applications such as posture monitoring, where a

relatively small amount of deformations is expected.
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In contrast, Subsection 2.2 provides description of shape sensing method that is based on full

3 degree of freedom orientation measurements obtained from accelerometer and magnetometer

data in deterministic way. It is demonstrated that the shape approximation approach with finite

length vectors compared to previously proposed detailed interpolation and integration of local

derivatives provides slightly lower reconstruction accuracy when using same number of sen-

sors, however, in Matlab simulation reconstruction is done more than 40 times faster, which is a

noticeable difference and enables processing of more sensor data. Due to the inability of interpo-

lation algorithms to estimate deformations with period smaller or equal to the distance between

sensors, the density of the sensors has to be increased to obtain higher shape sensing resolution

and accuracy. Therefore, it seems that for practical real-time shape sensing systems compli-

cated reconstruction algorithms can be substituted with a simplified approximation in favor of

faster processing time that allows higher sensor density. The clear limitation of the method is

sensor spatial density which has to be as high as possible, because it directly contributes to the

resolution of shape reconstruction.

43



3. HARDWARE ARCHITECTURE FOR SHAPE SENSING SENSOR
NETWORK

Inertial/magnetic sensor network for shape sensing can potentially have several hundred

sensors integrated in a compact environment to provide high resolution of shape measurements.

While it may seem that wireless data transfer solutions are most convenient, as they reduce

practical wiring problems, there are many drawbacks and open research issues, such as limited

bandwidth, power supply, additional cost and space for radio hardware, security, etc. [74, 75].

For applications such as shape sensing the effectiveness of wireless networking is even more

questionable because of the requirement of high sensor density and previously mentioned draw-

backs. Due to this fact there are studies which discuss different wire based data acquisition

and communication architectures for small scale sensor networks [76], however, they mainly

consider a limited number of sensors.

Data acquisition from shape sensing sensor network is a challenging task as there is a large

number of sensors and there are specific requirements for data transfer interface such as simple

wiring structure to reduce amount of wires, limited power consumption, reasonable data transfer

speed to provide required sampling rate and limited size of hardware implementation. Conven-

tional data transfer interfaces available in current low-power microelectronics are not directly

suitable for this task, also, existing solutions for large scale networks with advanced addressing

and routing cannot be applied effectively due to limited resources. Because of this, an alterna-

tive solution has to be used. For data acquisition a custom network interface was developed.

The method supports up to several hundred sensors and can be implemented using conventional

low-cost hardware with simple four wire serial connection.

3.1. State of the art

There are several conventional communication interfaces available for data transfer between

two or more IC. Each of them have different electrical and physical parameters. Even though,

theoretically most of them provide the ability to create multi-device networks, in practice none

of them are directly suitable for data acquisition from sensor network with a large number of

nodes.

UART (Universal Asynchronous Receiver Transmitter) is a serial interface that provides

full-duplex communication between two devices [77]. This interface provides only point-to-
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point communication so it is unsuitable for application in larger networks. In addition, this

interface is asynchronous, which has higher requirements for oscillator precision at faster data

transfer rates and also makes sensor synchronization difficult.

I2C (Inter-Integrated Circuit) is a serial interface that supports half-duplex communication

between devices. All devices are connected to the same bus and software addressing is used

to determine the device to communicate with. In practice many devices have a single factory

hardcoded address for I2C communication which makes impossible to connect multiple similar

devices to the same bus without additional hardware [78]. Also, maximum number of devices

on the bus is limited not only by the number of available addresses, but also by maximum bus

capacitance.

CAN (Controller Area Network) is a serial interface that is mainly designed for reliable

communications in error critical applications such as automotive [79]. This interface is very

robust, however, data transfer has large overhead and is relatively complicated, therefore, it is

not suitable for low-power applications.

SPI (Serial Peripheral Interface) is a serial interface that supports full-duplex communi-

cation in master/slave mode [80]. This interface supports baudrates up to several megahertz

and requires no data overhead for device addressing, which provides relatively fast data transfer

speeds. In the classic mode all devices are connected to a three line bus. Two lines of the bus are

for data transfer to and from master respectively, third line is for data transfer synchronization

with clock signal. In addition, each slave is connected to the master with an individual source

select line that is used for slave addressing. Hence, for each additional device in the network an

additional wire is required. This significantly complicates the implementation of network with

a large number of devices.

In a “daisy-chained” SPI mode this drawback can be overcome by connecting devices and

organizing data flow in a serial manner, thus removing the individual addressing (Fig. 3.1). Each

slave is connected to a data line in series instead of connecting in parallel to a single bus. Data

output port (SOMI) of each device is connected to data input port (SIMO) of the next device

[80]. Clock signal line (CLK) is still shared as a single bus, and also all source select lines (SS)

are connected to single line. With this wiring method SPI slaves can act as simple shift registers.

Data is sent form one slave to next till master have acquired data from each slave device. This

mode can only be used in applications where fast data acquisition from single individual slave
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Figure 3.1. Daisy-chained SPI structure.

device is not necessary, however, it can be very valuable due to its simple structure, small amount

of wires and reasonable data transfer speed.

A significant drawback for daisy-chained SPI is the clock signal line (CLK) which is shared

by all sensor nodes in the network and thus must be as long as the sensor chain itself. Even

if the sensors are placed only couple of centimeters apart, chain with 100 sensor nodes will be

several meters long. This results in a serious clock signal distortion for higher frequencies as the

resistance and parasitic capacitance of wire together with sensor node input port capacitances

forms an RC circuit with significant time constant.

3.2. Enhanced daisy-chained SPI

As mentioned in subsection 3.1, SPI in daisy-chain mode provides a number of benefits. It

is reasonably fast and is based on a relatively simple wiring scheme. The network can be easily

expanded, as additional sensors can be simply connected at the end of the chain and require only

some minor changes in system software setup. In addition, the number of wires can be reduced

even further, by removing the source select line and determining the duration of data transfer by

programming slave devices to do a certain amount of byte transfers before doing other tasks.

To overcome the problem with the clock signal distortion an enhanced daisy-chained SPI is

proposed [12]. Instead of connecting each slave to the clock line in parallel, the clock signal is

repeated in every slave (Fig. 3.2). Signal repeater acts as a buffer for each stage of the clock

line, thus removing the effects from the rest of clock circuit. Fig. 3.3 illustrates structure of

each daisy-chained SPI slave with a clock signal repeater. SIMO and SOMI are data input and

output lines respectively, CLK is the clock signal coming from master or previous slave and
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Figure 3.2. Structure of enhanced daisy-chained SPI network.

Figure 3.3. Structure of enhanced daisy-chained SPI slave.

CLK’ is repeated clock signal going to next slave. This solution reduces the network to multiple

relatively simple and independent links between two adjacent sensor nodes in chain. The whole

network can be formed with only 4 wires in total: 2 communication lines which connect sensors

in series and 2 parallel power supply lines.

The clock signal repetition can be easily achieved with an analogous comparator. In addition

many low-power mixed signal microcontrollers provide integrated analogous signal compara-

tors, thus the clock repetition can be provided in sensor node without any additional hardware

components. However, as clock signal has non-ideal edges, the pulse width of the repeated sig-

nal can vary depending on comparator reference voltage Vref . In Fig. 3.4 a clock signal positive

pulse shape is illustrated. Tp is the incoming clock signal positive pulse width. If the comparator

response time is neglected, then with comparator references Vref1 and Vref2 the repeated signal

positive pulse widths will be Tref1 and Tref2 respectively. As it is visible in the Fig. 3.4, the

incoming clock signal positive pulse width Tp will be changed depending, on the reference used:

Tref1 < Tp < Tref2 (3.1)

Aftermultiple signal repetitions the signal gets too distorted for SPImodule towork properly.

In theory it is possible to find such Vref value, that the positive clock signal pulse width stays
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Figure 3.4. Clock pulse width variance with different comparator reference signals.

intact after repetition, although, it would require manual calibration for each sensor node. An

alternative solution is to use two Vref values - one which narrows and one which expands the

pulse width of repeated clock signal. At this case an automatic calibration can be introduced

which measures the incoming clock signal positive pulse width, and decides which reference to

use depending whether signal positive pulse width needs to be expanded or narrowed.

Enhanced daisy-chained SPI data transfer does not require sensor addressing and the clock

repetition method provides undistorted clock signal throughout the network. Based on this there

is no limitation of maximum amount of sensor nodes from network topology point of view.

However, in practice there are two other properties which limit the maximum number of sensor

nodes – sensor supply voltage drop on power lines and the required sapling frequency. The

most convenient way to supply each node is with common lines from the master (Fig. 3.2). The

wire resistance and sensor node supply currents cause increasingly reduced voltage on power

supply lines. If we assume that each sensor node consumes an equal amount of current and there

is equal wire resistance between every two sensor nodes, then the supply voltage drop on last

sensor in the chain can be calculated as:

V∆ =
n∑

k=1

kIccRW , (3.2)

where n – total number of sensor nodes in the network, Icc – current consumption per sensor

node [A], RW – wire resistance between two sensor nodes [Ω].
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Supply voltage on the last sensor can simply be calculated by:

Vn = Vcc − V∆ = Vcc −
n∑

k=1

kIccRW , (3.3)

where Vn – supply voltage on last sensor node [V], Vcc –master power supply voltage [V]. Vn
must always be greater than minimum rated supply voltage for any active component in the

sensor node, thus equation 3.3 can be used for estimation of maximum number of sensors for

particular wire and sensor node parameters.

The other property that limits maximum number of sensors is the application required sam-

pling rate of each sensor in network. The sampling rate depends on the total number of sensor

nodes in the network, the total number of bytes to receive from each sensor node and the SPI

clock frequency. If we denote the number of bytes to receive from each sensor by b, then the-

oretical minimum sampling period of whole sensor network using SPI devices with 8 bit shift

registers can be calculated:

Tsample =
8bn

fCLK

, (3.4)

where Tsample – minimum sampling period [s], fCLK – SPI clock signal frequency [Hz], n –

number of sensor nodes in network. In practice there is some additional time interval for data

preparation in sensor node, also, there is SPI hardware related delay between each consecutive

byte transfer. Both of these have to be taken into account and can considerably reduce maximum

sampling rate. Total sampling period can then be calculated:

Tsample = bn(
8

fCLK

+ TSPI) + Tdata, (3.5)

where Tdata – delay for data preparation in sensor node [s], TSPI –SPI hardware related de-

lay. The experimental validation of the performance of the proposed method is described in

subsection 4.2.2.

3.3. Conclusions

The proposed method can provide efficient data acquisition of multi-sensor network by con-

necting devices in line topology. This allows to overcome addressing problems which occur in

networks with large number of nodes. The method also reduces the number of wires and pro-

vides simple wiring structure for convenient integration into a garment or similar medium. The

simple wire structure also enables this architecture to be conveniently used with new e-textiles
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that substitute wires with conductive yarns [81]. At the same time method only requires conven-

tional low-power hardware and provides reasonable data transfer speeds for real-time systems,

which are essential aspects in number of applications.

There are few drawbacks of the proposed method. The inability to individually address spe-

cific sensor might introduce difficulties in some applications. Another considerable drawback

is that each sensor node in the system is a single point of failure. If a sensor node goes out of

order, the communication is also lost with all other nodes connected in the network after the

damaged one. Also the addition of a microcontroller for each sensor noticeably increases the

sensor network overall power consumption as the microcontroller can require more power than

the sensor itself, however, with modern low-power devices this drawback can be endured.

Finally, it can be appended that the enclosed microcontrollers can not only enable convenient

solution for data acquisition, but also provide some additional features. These computational

components can be used to create systems with distributed computing architecture. Each sensor

node instead of directly sending raw sensor data can perform some data processing to reduce the

size of the data to be transferred and reduce the computing power requirements for the central

processing unit in the system. This could provide significant benefits for real-time, low-power

applications in mobile CPS.
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4. EXPERIMENTAL SYSTEMS

A number of experimental systems were designed to demonstrate proof-of-concept as well

as to evaluate the real world performance of the new methods proposed in this work. In Sub-

section 4.1, an experimental system and testing of 3-axis accelerometer network with proposed

shape sensing algorithms is described. In Subsection 4.2 an experimental system and testing of

3-axis accelerometer and magnetometer system is described including the evaluation of orien-

tation estimation performance with low-cost acceleration/magnetic sensor modules, hardware

architecture of sensor network proposed in Section 3 and overall shape reconstruction perfor-

mance.

4.1. Surface reconstruction with accelerometer network

To validate the methods of surface shape reconstruction from accelerometer sensor data de-

scribed in Subsection 2.1, a prototype device was built consisting of 3-axis accelerometer net-

work and data acquisition board [15, 16]. ST Microelectronics LIS331DLH [82] MEMS digital

output 3-axis accelerometers were used because of their relatively small size (3 × 3 × 1 mm)

providing 3-axis sensor in single package, high resolution (12 bit over ± 2g), convenient data

acquisition through digital SPI interface that reduces the impact of noise interference on ana-

log signal transmission lines. Each accelerometer is mounted on a custom made circuit board

with dimensions less than 2 × 2 cm (Fig. 4.1). A network of 16 accelerometers organized in a

4×4-grid configuration was designed (Fig. 4.2). Sensors were attached to a piece of fabric with

distances of 8 cm between the centers of each adjacent sensors.

Figure 4.1. Accelerometer LIS331DLH on custom circuit board.
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Figure 4.2. Structure of accelerometer network.

Figure 4.3. Structure of the experimental accelerometer system.

The data acquisition board was based on Texas Instruments MSP430 family microcontroller.

Data were read from the sensors using SPI interface and then transmitted further using UART

to the target device such as PC (Fig. 4.3). Each sensor was sampled with 50 Hz sampling rate,

resulting readings were smoothed with a simple low pass filter before transmission to target

device.

Before the testing of shape reconstruction performance sensor mounting errors have to be

compensated for. Whenever sensors are mounted in the gird formation, perfect alignment can-

not be guaranteed. For mounting error correction the method described in [83] was used. The

grid is applied to a perfectly flat vertical surface. Using equation 2.5 from the Subsection 2.1
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resulting base rotation matrix Rb for each sensor is calculated. This matrix contains the initial

sensor orientations around both horizontal axis relative to the flat reference shape. The inverse

of this matrix can be used for mounting error compensation. During shape reconstruction each

new orientation estimate R(q) is multiplied by the inverse of corresponding Rb. This results in

modification of the segment transformation equation 2.6 form the Subsection 2.1 to the follow-

ing:

v⃗′ = R−1
b R(q)v⃗ (4.1)

For the evaluation of the shape approximation precision, the distance between vectors form

the reference model and obtained vectors from the experimental system were calculated for

each vector in surface model. Parameters ∆max and ∆avg were introduced, which are maximal

and average of these distances respectively. Several tests were done by applying the sensor

grid to different surfaces with known geometry. Surface was approximated using the simplified

approximation algorithm described in Subsection 2.1 according to Fig. 2.3. The shapes of the

test surfaces where chosen to minimize the requirement of orientation detection around vertical

axis, that is not obtainable solely with acceleration sensors. In Fig. 4.4 one of the approximated

models is displayed. Overall resulting ∆avg during the tests are plotted in Fig. 4.5 with respect

to the average surface inclination from vertical axis. As this inclination angle increases, the

uncalibrated mounting error around vertical axis has greater impact on∆avg. For measurements

with average surface inclination from vertical axis below 60◦ the average error is 0.71 cm.

Due to the accelerometer inability to detect rotations around vertical axis, an assumption

has to be made that the segment rotations around vertical axis are equal and fixed. For more

complex shapes this is no longer valid and significantly larger errors can be introduced. This

can be seen in Fig. 4.6 where the method is used for human back surface model reconstruction

[14]. In positions with severe slouching, distances d1 and d2 are significantly different in the

reconstructed model, although they are approximately equal in real life. This arises because the

segments on the sides of of the actual surface have different orientation around vertical axis that

is not taken in account during the reconstruction of the model.

In Subsection 2.1 a method that uses modified reconstruction algorithm that allows selection

of rotation angle for third degree of freedom (rotations around vertical z-axis) basing only on

inclination data was proposed for minimization of this drawback. The feasibility of this modified

method was tested with the same 4× 4 accelerometer grid prototype device. The sensors were
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Figure 4.4. Approximated model form accelerometer sensor grid data.

Resulting surface with superimposed reference model vector positions (dashed lines). ∆max = 1.26cm and
∆avg = 0.67cm.

Figure 4.5. Average inclination of model vectors from vertical position and resulting ∆avg.

fixed on an elastic wearable harness in an evenly spaced grid formation. Values N⃗i, E⃗i, S⃗i,

W⃗i for each of i ∈ [1..16] (see Subsection 2.1) were calculated from the corresponding sensor

data using quaternion method described in Subsection 2.1.1. Segments were rotated to their

corresponding sensor orientation according to their inclination measurement data.

A curved reference surface was selected to validate the shape reconstruction performance

of the proposed improved method with experimental accelerometer network [14]. The shape of

selected reference surface is a conical frustumwith base radius of 273 mm, top radius of 236 mm

and height of 333 mm. The sensor network was attached to this reference surface (Fig. 4.7, (a))

and the surface was placed 18◦ relative to the ground. The surface model was reconstructed from
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Figure 4.6. Human back posture model approximation.

Simplified approximation method introduces significant errors due to the different orientations around vertical
axis (directions) of the segments in the actual surface.

the sensor data using methods from Subsection 2.1. Results were compared to the theoretical

surface model. This comparison is described with an average error value∆e, which is obtained

from reconstructed segment center values Ci and theoretical segment center values C ′
i for all of

I = 16 segments as:

∆e =

∑I
i=1 ||Ci − C ′

i||
I

(4.2)

Figure 4.7. Experimental test setup of accelerometer network.

a) - experimental model; b) - superimposed reference object and reconstructed surface model assuming fixed
segment orientations around vertical axis; c) - superimposed reference object and reconstructed surface model

with estimation of orientations around vertical axis

Using constant and fixed segment rotations around vertical axis the average error between

reconstructed surface and theoretical surface was ∆e = 79mm (Fig. 4.7, (b)). After applying
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vertical axis rotation estimation algorithm the average error was reduced to ∆e = 12mm (Fig.

4.7, (c)) resulting in approximately 85% error reduction in surface reconstruction.

These calculations with a 10◦ step for αi angle values within a range of αi ∈ [−90◦..90◦]

took approximately 1 second on a modern personal computer with algorithm implemented in

Matlab environment.

4.2. Surface reconstruction with accelerometer and magnetometer network

As shown in previous subsection, shape data acquisition with an accelerometer network

can provide basic shape data acquisition, however, it has noticeable limitations if more com-

plex shapes have to be measured. To experimentally test free-form shape data acquisition the

method based on accelerometer and magnetometer sensor network described in Subsection 2.2

was evaluated in detail.

4.2.1. Orientation estimation

For surface segment orientation estimation a sensor node based on low-power and low-cost

hardware was designed. Earth gravity and magnetic field vector direction measurement was

done with LSM303DLHC [84] chip with 3-axis accelerometer (set in±2g range and 12 bit res-

olution) and 3-axis magnetometer (set in ±1.2 gauss range and 12 bit resolution). Performance

of this low-cost setup in combination with algorithms from Subsection 2.2.1 was evaluated us-

ing commercial high precision inertial measurement unit Xsens MTi-G [85] as the ground truth.

The data sheet specified accuracy of this module in static conditions is < 0.5 deg for pitch and

roll angles,< 1 deg for heading. A sensor from acceleration/magnetic sensor grid was mounted

on MTi-G sensor casing, several tests were done by slowly rotating the sensors in different ori-

entations and the output data was compared. Prior to testing, the magnetometer was calibrated

to compensate for hard and soft iron effects according to reference [86].

For output data comparison a residual matrix method was used [87]. The advantage of this

method is that it decouples the sensor error with respect to Earth’s gravity vector (attitude resid-

ual error: pitch and roll) from the sensor’s error with respect to magnetic north (heading residual

error). The residual matrix ∆R representing the difference between sensor orientation data is

estimated as:

∆R = RgridR
T
Xs, (4.3)
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where Rgrid is the rotation matrix for the grid sensor and RXs is the rotation matrix for MTi-

G. Using residual matrix, the individual Euler angle (pitch, roll and heading) errors by X-Y-Z

rotation sequence convention can be extracted with these expressions:

ϕ = atan2(∆R32,∆R33) (4.4)

θ = −asin(∆R31) (4.5)

ψ = atan2(∆R21,∆R11), (4.6)

where atan2 is quadrant aware inverse tangent function and ∆R subscript numbers denote the

element of matrix ∆R.

Figure 4.8. Comparison of orientation angle measurements with ”Xsens” module and sensor
from acceleration/magnetic grid.

In Fig. 4.8 superimposed orientation angles from Xsens MTi-G and sensor from accelera-

tion/magnetic grid are shown. For 1000 sample measurement sequence determined RMS errors

for pitch, roll, and heading angles was respectively 1.7, 1.8 and 5.4 degrees.

4.2.2. Sensor network

For validation of the enhanced daisy-chained SPI proposed in Subsection 3.2 an experimental

proof-of-concept setup was developed with 60 sensor nodes (Fig. 4.9) [12]. All nodes are

connected in a chain with point to point connections. Each connection requires only four wires,
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two of which are for powering the devices and two for communications (see Fig. 3.2). A master

data collection device is located at the beginning of the line, which gathers all the sensor data

and then can either process the data locally or transmit it via wired or wireless connection (such

as Bluetooth) to a more powerful device for processing.

Each of the sensor nodes were developed in such a way as to support most modern sensors.

There is a huge variety of different sensors available with different specific interfaces. This

problem can be overcome by adding a low cost microcontroller to each sensor node, giving the

benefit of changing between most popular sensor interfaces with relative ease. Additionally the

microcontroller ensures an easy to implement system providing the facilities required for the

enhanced daisy-chained SPI network design. The resulting sensor node thus only has to contain

two integrated circuits – one microcontroller and one sensor, making possible to implement it

in a very small surface mount solution.

Figure 4.9. Experimental sensor chain with 60 sensor nodes.

In the proof-of-concept setup theMSP-EXP430FR5739 [88] development board was used as

themaster device. For the sensor nodes 3-axis acceleration andmagnetic sensors LSM303DLHC

[84] communicating over I2C line to MSP430g2553 [89] microcontroller were used. For sensor

network architecture testing purposes only acceleration sensor measurements (6 bytes in total)

were acquired. The structure of the sensor node is visible in Fig. 4.10. Full schematics of

the sensor board are available in Appendix 1. The microcontroller samples the data from the

LSM303DLHC sensor through I2C interface through SCL and SDA lines at a frequency set by

an incoming clock line SCLK and also repeats the clock signal for the next sensor node in the
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Figure 4.10. Structure of the sensor node (physical dimensions 13× 13× 2 mm).

line over outgoing clock line SCLK’. When the data is sampled from sensors, each microcon-

troller transmits the data to the previous sensor node over the outgoing signal line MISO and

receives data from the next sensor node over the incoming signal line MOSI. The received data

is then sent further up the line until it reaches the incoming signal line MISO of the master data

collection device.

The clock signal repetition on the sensor node is done by the comparator built in the micro-

controller. When the incoming clock signal reaches a certain threshold the comparator circuit

fires and sends out a repeated clock signal. As described in the Subsection 3.2, the repeated

clock signal width is distorted in each repetition. This problem is solved by choosing between

multiple available internal references of each sensor node comparator individually depending

on the width of incoming clock pulses. The incoming pulses are first measured with a timer

module and depending on the result a comparator reference value is set. If the incoming pulse

width is narrower than the expected average pulse, the reference is set to a lower value making

the repeated pulse wider, and vice versa. To achieve this each individual sensor has to work

in two different modes: the first is a mode where the clock repeating circuit is calibrated, after

which the sensor switches to data sampling and transfer mode. When the system is powered

on, the clock repeat calibration mode is started. In this mode the master controller sends out a

certain amount of dummy bytes to generate SPI clock signals for sensor node calibration. Each

sensor node enables standard SPI communication and sets up the timer to capture the incoming

clock pulse width. When a dummy byte is received the sensor node calculates the SPI clock

pulse width and compares it to the expected for the specific running frequency. This allows to
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decide which internal comparator reference voltage to use in order to maintain clock signal duty

cycle as close to 50% as possible. After desired reference voltage is set, the microcontroller

internal comparator is enabled for clock repetition to next sensor node. When all of the sensors

are calibrated a signal to start data sampling and transfer mode is given over the data line by

master data collection device.

In the beginning of the data sampling and transfermode I2C communication lines are enabled

for sensor configuration and data acquisition. Then the data is gathered as follows:

• A synchronization signal is sent over clock line by the master data collection device and

repeated by each of the sensor nodes over the data line.

• Upon the signal each node synchronously samples the sensor x, y and z axis acceleration

data (6 bytes in total) and stores it in the memory.

• When sensor data is sampled, nodes switch to SPI transfer mode. The master starts to

generate SPI clock signal, on which each of the sensor nodes sends acquired data byte by

byte over the data lines to the previous sensor in chain (first sensor node sends data to the

master data collection device).

• At the same time the data that arrived from the next sensor in the chain is stored temporary

in the place of the previously transmitted value thus after 6 byte transmissions the node

has transferred all its previous data and stored different set of data in memory.

• This process is repeated until all sensor data has reached the master data collection device.

• When all data has been transmitted, sensor nodes disable SPI modules and wait for the

next synchronization signal to start sample new data from the sensor.

After each previously described cycle the master data collection device has gathered data

from all sensor nodes consecutively.

This setup makes sure that all sensor nodes sample sensor data synchronously and then the

data is rapidly pumped to the master collecting device. Also each sensor node in the chain can be

provided with identical software that considerably simplifies the design of the whole network.

An examples of C codes for sensor and master devices can be found in Appendix 3 and

Appendix 4 respectively. Both of the code examples have only minor modifications relative to
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the codes used in the experiments described in this subsection. In Appendix 3 a code version

for sensor node modification when both acceleration and magnetic sensor data are acquired

from LSM303DLHC is provided. In Appendix 4 a code version for master data acquisition

device for implementation with MSP430g2553 microcontroller with acceleration and magnetic

data reception from sensor network and retransmission through UART (see Subsection 4.2.3) is

provided.

With master supply voltage (Vcc) 3.6 volts the measured supply current RMS value of each

sensor node was 460 microamperes during sensor sampling and data transferring resulting in an

overall power consumption of all 60 sensor network to 27.6 miliamperes. The wire resistance

between two sensor nodes, taking into account both power supply and ground lines, was 0.15

ohms. The measured supply voltage for the last sensor node in 60 sensor network was 3.46 volts.

Theoretical supply voltage for the last sensor node in the network with an arbitrary number of

sensors nodes can be calculated according to the equation (3.3) form Subsection 3.2. The curve

in Fig. 4.11 illustrates the relationship between the number of sensors in the network and the

last sensor supply voltage in this network for setup where Icc = 460µA, RW = 0.15Ω. The

theoretical supply voltage on last sensor node for 60 sensor network is marked as 3.47 volts and

approximately corresponds to the experimentally measured. Based on minimum power supply

requirement for sensor LSM303DLHC which is 2.18 V, the maximum number of 201 sensor

nodes is estimated for this setup.

The whole sensor network was sampled with 50 Hz sampling frequency receiving 6 bytes

from each sensor. SPI data transfer clock frequency was 1 megahertz. The experimentally de-

termined data preparation time Tdata which includes sensor data sampling with microcontroller

and preparation for transferring in the enhanced daisy chain network was 200 micro seconds.

The measured SPI hardware delay was approximately 8 microseconds. Inserting these parame-

ters into the equation (3.5) form Subsection 3.2, the minimum sampling period was calculated

as 6 milliseconds, which corresponds to the maximum sampling rate of approximately 166 Hz

for 60 sensor network with 6 bytes to receive from each sensor node. Based on the same calcu-

lations, a maximum sampling rate for maximum estimated number of sensors (nmax = 201) for

this setup was obtained approximately 51 Hz.
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Figure 4.11. Relation between number of sensors in the network and last sensor supply
voltage.

4.2.3. Surface reconstruction

To evaluate the performance of the surface shape reconstruction method proposed in Sub-

section 2.2.3 a network of 63 3-axis acceleration and magnetic sensor nodes was experimentally

tested [10]. Sensors were arranged in a 9×7-grid formation and sewed between two layers of

fabric with mutual distances 4.8 cm lengthwise and 3.5 cm across (Fig. 4.12). For convenient

data acquisition the network was connected to a master data acquisition device with battery and

Bluetooth transceiver to enable data transfer to any conventional Bluetooth enabled computing

device such as PC, tablet or smartphone, where the data processing for shape reconstruction can

be implemented (Fig. 4.13).

The master data acquisition module consists of a microcontroller MSP430g2553 connected

to a RaysonBTM-222 [90] Bluetoothmodule throughUART. Themodule also includes recharge-

able 3.7 V, 1000 mAh lithium polymer battery and is supplemented with required circuitry for

safe battery charging and voltage regulation. The module is depicted in Fig. 4.14 and full

schematics are attached in Appendix 2. The average current consumption of data acquisition

module during normal transmission is around 50 mA with the vast majority consumed by Blue-

tooth module. Total average current consumption of 63 sensor network and data acquisition

module is around 80 mA providing more than 12 hours of operation from 1000 mAh battery.
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Figure 4.12. Sensor network for proof-of-concept setup. Blue lines illustrate sensor mutual
grid structure.

Figure 4.13. Structure of data acquisition system.

The processing of acquired data was implemented according to method described in Subsec-

tion 2.2 both in MatLab environment on a desktop computer and as an application on a mobile

Android device to demonstrate fully portable system operation. In the reconstruction a simple

lattice structure was drawn through obtained control points that define the surface geometry

to display coarsely approximated surface model. The main MatLab code of the reconstruction

algorithm for experimental system is attached in the Appendix 5 and video demonstration of

real-time operation of the experimental setup is available in [91]. In Fig. 4.15 an example of

reconstructed fabric shape in Android application is shown.

To evaluate the accuracy of proposed shape sensing method, the obtained models where

compared to commercial Microsoft Kinect Sensor v2. Kinect v2 sensor device embeds three

sensing units: RGB camera, structured light depth sensor and microphone array. For the exper-

iments the former two where used. The accuracy assessment for Kinect v2 can be found in [92].

Depth error for range that was used in experiments (0.5-3m) is given to be less than 2mm.
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Figure 4.14. Master data acquisition module.

Left - exposed components of module with MSP430g2553 microcontroller and BTM-222 Bluetooth transceiver.
Right - components of module inside 3D printed enclosure with dimensions 5.5 × 6 × 1.3 cm.

Figure 4.15. Fabric with embedded sensor layer and corresponding reconstructed shape
models in Android application.

The hardware used in experimental system: shape sensing sensor array, Microsoft Kinect v2,

desktop computer (Fig. 4.16). The sensor equipped fabric was filmed for several minutes with

Kinect v2 sensor while performing various continuous deformations such as bending, twisting,

etc., to obtain relatively complex and different test shapes. The data from Kinect and shape

sensing sensor array were simultaneously sent to desktop computer using standard communica-

tion interfaces (USB 3.0 and Bluetooth) with a 10 Hz frame rate. Along each data frame time

stamps where sent to ensure time synchronization of obtained data frames.

The interaction with Kinect sensor was done using Kinect for Windows SDK 2.0 that gives

access to the raw data produced by Kinect sensor and also provides different utilities that allow

generation of 3D point cloud and mapping between 2D RGB image and 3D point cloud.

Shape sensing array produces 3D coordinates for points in space that correspond to the sen-

sor node locations on the grid. To calculate the difference between models produced with shape

sensing sensor array and Kinect, we compared obtained sensor locations with bothmethods. The

sensor locations on shape sensing sensor array where marked with colored markers as seen in

Fig. 4.16. These markers were detected in 2D RGB image of Kinect sensor and pixels that cor-
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Figure 4.16. Experimental setup diagram.

On fabric sensor locations are marked with small circles. Reference sensor location is marked with a star.

respond to marker centers were mapped to corresponding 3D points of the point cloud obtained

with the depth sensor, producing a Kinect representation of sensor locations.

In order to compare the models obtained with the Kinect sensor and proposed shape sensing

sensor array, they had to be superimposed. This requires alignment of reference systems in terms

of displacement and orientation offset. To remove displacement offset of reference systems, a

reference sensor location C[iref ; jref ] (see Subsection 2.2.3) was marked with different color

as seen in Fig. 4.16. The displacement of reference systems were eliminated by equalizing

the reference sensor locations in both models. To find the relative orientation offset between

reference systems, ICP [93] algorithmwas used. To ensure accurate alignment despite the sensor

noise, a rotation matrix describing orientation offset was obtained for 100 frames and averaged

using Matrix-Based mean algorithm described in [94].

In the first experiment the shape sensing sensor network was placed on an object with known

geometry and errors between reconstructed model and mathematical model of object were de-

termined. RMS errors between reconstructed and mathematical model points were 4.9 mm.

Reconstructed model and reference model can be seen in Fig. 4.17 b.

In the second experiment Kinect point cloud data of reference object was compared tomathe-

matical model of reference object. RMS errors between Kinect point cloud and reference model

were 3.1 mm, that corresponds to [92]. The Kinect point cloud and reference model can be seen

in Fig. 4.17 a.

65



Figure 4.17. Reconstruction accuracy comparison with reference object.

a) Kinect point cloud of reference object. b) Reconstructed surface of reference object from shape sensing sensor
network data.

To test larger amount of different shapes and performance in dynamic conditions, experi-

ments were performed by comparing measured shape to the point cloud obtained by Kinect V2

sensor. The main metric for comparison of the models was the 3D Euclidian distance between

sensor location coordinates obtained with Kinect sensor and proposed shape sensing sensor ar-

ray. Three different experiments were done - two in static conditions (movement acceleration

<< g) and one in dynamic. In each experiment data for at least 1000 different test shapes was

obtained.

In static conditions two tests were done: one with the reference sensor located in the center

of the grid and other in the corner of the grid. This was done to observe error distribution in

the reconstructed model, as reconstruction error was expected to increase for sensor locations

further away from reference. In Fig. 4.18 the mean differences of all shapes for each sensor

location are mapped on the sensor grid structure. The black dots indicate the locations of the

sensors in the grid (points that are reconstructed). The data was interpolated between the sensor

locations with bilinear interpolation. As expected, it can be seen that the mean differences are

greater for points that are further from reference sensor location. The distribution of the mean

differences for reconstruction are shown in Fig. 4.19 with reference sensor in the center and Fig.

4.20 with reference sensor in the corner. Differences and standard deviation along each axis is

provided in Table 4.1.
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Figure 4.18. Difference maps of shape sensing sensor array in comparison to Kinect
reconstruction.

a) reference sensor located in the center of the grid, b)reference sensor located in the corner of the grid. The
black dots indicate the locations of the sensors in the grid (points that are reconstructed).

Figure 4.19. Difference distribution between points from proposed method and Kinect sensor.
Reference in the center.

Figure 4.20. Difference distribution between points from proposed method and Kinect sensor.
Reference in the corner.
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Table 4.1
Distribution parameters of differences between Kinect and Shape sensing array points

X Y Z
µcenter [mm] -0.7 2.1 1.1
σcenter [mm] 8.9 6.7 5.8
µcorner [mm] 0.1 -0.1 1.6
σcorner [mm] 14.4 10.4 8.7
µdynamic [mm] 1.1 2.9 1,3
σdynamic [mm] 12.1 10.4 8.2

Figure 4.21. Posture monitoring experimental setup.

a) human wearing vest with an integrated shape sensing sensor array; b) superimposed models of Kinect sensor
and author’s proposed system. The color is mapped along y axis to demonstrate the depth profile.

As some of the potential application scenarios include dynamic motions (such as wearables),

a specific test was conducted to see how surface reconstruction accuracy degrades in dynamic

conditions. Motions with accelerations similar to human motion and exercises were tested. A

wearable vest with the back sidemade from a fabric with attached shape sensing sensor arraywas

designed (Fig. 4.21 a). A person was standing with the back side towards Kinect sensor. While

performing movements such as bending and crouching in speeds typical to a light workout, the

data was acquired similarly as in previous experiments. In addition to 50 Hz low-pass filter on

the sensor integrated circuit, the acceleration and magnetic data were filtered with smoothing

Kalman filter with empirically obtained coefficients to enhance measurement performance in
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Figure 4.22. Difference distribution between points from proposed method and Kinect sensor
during dynamic movement.

dynamic conditions. The distribution of differences for dynamic shape reconstruction can be

seen in Fig. 4.22 and Table 4.1 contains statistic parameters of distribution.

4.3. Conclusions

In Subsection 4.1 the ability to reconstruct a basic surface shape with a 3-axis accelerome-

ter network was demonstrated. Acceleration sensors can not directly measure surface segment

orientations in all three degrees of freedom limiting the ability to measure free form 3D shapes.

It was also shown that the proposed improved algorithm can provide measurable reduction of

this problem by obtaining additional information from the segment grid structure and physical

constraints that can not be directly acquired from sensors. This can be used in scenarios where

physical constraints such as continuity are applicable, for example in human posture monitor-

ing where sensors can be attached to the surface of clothing. Despite the increased precision

the method still does not provide free form shape measurements. Also, it currently requires too

much computational power to be practical for real-time embedded applications, especially when

the number of sensors increases. Basing on this the author suggests that for mobile CPS applica-

tions if free from 3D shape measurement is required more suitable would be some direct method

that can measure the third degree of freedom of orientation such as addition of magnetometers.

The proposed enhanced daisy-chained SPI architecture was tested experimentally in Subsec-

tion 4.2.2. Experimental setup showed capability of data acquisition from up to 200 sensor nodes

while maintaining maximum sampling frequency of whole network around 50 hertz, which is

reasonable for a number of real time applications.
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The factor that limits the maximum number of sensors the most is the sensor node supply

voltage drop on power lines. Equation (3.3) from Subsection 3.2 suggests that reducing either

resistance of the conducting wires or the current consumption of sensor nodes could both sig-

nificantly increase maximum number of sensors. For example, if the same hardware from our

experimental setup is used and the distance between sensors is reduced from 10 cm to 1 cm, thus

reducing wire resistance approximately 10 times, it would be possible to connect more than 600

sensor nodes in the network before reaching critical voltage drop for the active components on

the last sensor node. Also from equation 3.5 we can obtain that with the same communication

parameters a maximum of a 17-Hz sampling period could still be achieved for the network of

600 nodes. Also, the individual current consumption of each sensor node could be reduced,

thus reducing the voltage drop on power supply lines and allowing the addition of more nodes

in the network. The demonstrated ability to acquire data from a low-power, low-cost sensor

network is essential for mobile CPS, especially the implementation of shape sensing methods

which benefit from large amount of closely spaced sensors.

In Subsection 4.2 a method for 3D shape data acquisition with a 3-axis acceleration/mag-

netic sensor network is experimentally validated. The performance of the proposed system was

evaluated in detail using Kinect V2 sensor as reference allowing fast and easy comparison of

large number of different test shapes.

According to Table 4.1, in experiments where no significant dynamic acceleration is present,

the proposed system provided sensor location reconstruction with standard deviation of error up

to 9 mm relative to Kinect v2 sensor, when shape reconstruction reference point was in the

center of the model. This is relatively high compared to approximation error in simulation

results provided in Subsection 2.2. In dynamic conditions and when the reference point was in

the corner average reconstruction accuracy reduced even more. These errors occur due to the

various error sources analyzed in Subsection 2.2.4 and have significant impact on reconstruction

accuracy.

The sensor measurement errors consist of calibration errors, sensor noise and dynamic ac-

celerations (for accelerometers) as well as magnetic perturbations (for magnetometers). Em-

pirically it was found that the sensor noise level of each sensor is around 0.5 % relative to the

measured vector. Calibration errors after performing calibration procedure described in [86] are

even smaller, therefore, both of these error sources introduce negligible impact on shape recon-
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struction error according to Fig. 2.11. In practical experiments it was found that the magnetic

sensors often need to be re-calibrated to maintain measurement accuracy.

In contrast, accelerations due to movement as well as magnetic perturbations that occur in

the environment can introduce significant errors in measurement of Earth gravity and magnetic

field vectors. The impacts on reconstruction accuracy of these disturbances can be determined

from Fig. 2.11. This problem could be reduced by applying advanced data filtering methods or

adding additional sensors such as gyroscopes to assist orientation estimation, however, increased

data processing complexity due to gyroscope data integration for orientation estimation needs

to be resolved for low-power systems with large number of sensor nodes.

Fig. 2.11 also shows the impact of mechanical mounting errors on shape reconstruction ac-

curacy. It is reasonable to state that without sophisticated manufacturing process (Fig. 4.12) the

sensors are mounted with up to a 10-% location error (3.5mm error for inter sensor distances of

3.5 cm) and a 5-% orientation error (π/20 angle error) leading to an increase in reconstruction

error of around 0.9 % and 2.0 % respectively. This implies that during the system design par-

ticular attention has to be paid to mechanical implementation. The mounting rotation errors can

be calibrated by placing sensors on object with known geometry and alignment in general refer-

ence frame. Deviations between the expected and measured sensor orientations can be used for

reference frame misalignment compensation. In practice, this approach can be quite challenging

to perform without additional equipment.

Various error sources currently encumber practical implementation of shape sensing from

local orientation data to reach the accuracy of commercial sensors utilizing external instrumen-

tation (such as Kinect v2). However, it is demonstrated that the proposed method is portable and

scalable, self-contained, occlusion free, it relies on low-cost sensors and required computations

can be done on conventional portable computing devices such as smartphones. This makes the

solution potentially attractive for applications in mobile CPS.
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5. SHAPE SENSING APPLICATION IN MOBILE CYBER-PHYSICAL
SYSTEMS

5.1. Posture monitoring and feedback

In this subsection the proposed shape sensing method is applied in mobile CPS for human

posture monitoring. A complete system, that can be used during daily activities for posture mon-

itoring and biofeedback generation is proposed [13]. The proposed system consists of two parts.

The first part is the wearable sensor system for data acquisition and transfer, which includes a

body mounted sensor network, a microcontroller and a Bluetooth module to provide wireless

data transfer. The second part is a conventional smartphone with a custom made application for

sensor data processing, visualization and feedback generation. Structure of the proposed posture

monitoring and feedback system is visible in Fig. 5.1.

Figure 5.1. Structure of posture monitoring system.

In the wearable sensor system part a sensor network attached to human back is used for

posture data acquisition. The sensors are evenly spread around back surface, providing detailed

information about posture deformities. A microcontroller is used to sample data from sensors

and send them to the Bluetooth module for wireless data transmission. Bluetooth transmission

is chosen to provide convenient data transfer to smartphone application as most of available

smartphones have integrated Bluetooth transceivers.

The sensor data processing is implemented in Smartphone application to provide system

portability and reduce development complexity and cost. Smartphone application receives data

from sensor network via Bluetooth. Processing is done to reconstruct the geometric model

of sensor network alignment thus obtaining data about posture. By comparing this model to
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Figure 5.2. Construction of approximated 3D posture model.

the previously stored reference, decision is made whether alerting feedback must be generated.

Feedback is provided using a speaker or vibrating motor integrated in the smartphone.

For human posture model acquisition the surface reconstruction method described in Sub-

section 2.1 is used. The three axis acceleration sensor network is mounted on human back to

provide detailed information about human posture. Network of 16 interconnected sensors de-

scribed in Subsection 4.1 arranged in four by four grid is used. Each sensor corresponds to

a particular segment of back surface. A model of human back that corresponds to the actual

posture is constructed using the surface shape reconstruction algorithm that uses simplified sur-

face model and measures orientations with only two degrees of freedom proposed in Subsection

2.1.2. Approximated posture model is defined by a set of points pik (i – row, k – column) in 3D

space which describe vector end points (Fig. 5.2). Each pik is a point in 3D space.

For data acquisition and wireless transmission a specially designed circuit board is used.

The body mounted sensor network is wired to this board. MSP430 series microcontroller is

used to sample data form sensors with a sampling rate of 50 Hz. Then a simple averaging of

5 samples is done to smooth the vibrations in the signal and reduce the amount of data to be

transferred wirelessly. The averaged data are sent to BTM-112 Bluetooth module which uses

SPP (Serial Port Profile) for wireless transmission to the smartphone. The system is powered

with three 3 AAA rechargeable batteries and a voltage regulator is used to provide the required

supply voltage.

An algorithm that compares the current state with the previously stored data of corrective

posture is used for calculation whether to provide feedback. As previously stated, the human
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posture model is defined by set of points in 3D space. At the beginning of use, initial calibration

is required to acquire data about reference model of desired posture. Similar to the current state

model this reference is defined by a set of 3D points refik. This data is used to find parameter

∆p which describes difference between current state and reference model. ∆p is calculated

as average distance in 3D space from each point in current data set to corresponding point in

reference data set. If total number of sensor rows are defined with r and columns with c, then

this average distance can be found:

∆p =

∑r
i=1

∑c
k=1 ||pik − refik||

rc
. (5.1)

If ∆p is grater than some experimentally determined threshold value ∆tresh, then feedback is

generated to warn about poor posture. At first vibrating motor in the smartphone is turned on

for one second to warn about deviation from reference posture. If value of ∆p does not drop

below value of∆tresh during next five seconds, feedback signal is turned on until this condition

is true.

A custom Android application was developed for user inteface, sensor data reception, pro-

cessing, logging, approximated posture visualization and feedback generation. Basic flow chart

of application operation is visible in Fig. 5.3. In the initial step the application establishes Blue-

tooth connection with the wearable sensor device. After smartphone and sensor device have

been paired, initial calibration is required to obtain reference model of correct posture. With

sensors mounted on body, subject must perform desired posture and store corresponding data

refik in the smartphone memory by pressing “Save state” button in the application. Also the

approximate height of subject, and threshold value ∆tresh must be set. Height of subject is

used to estimate length of the vectors, from which approximated posture model is constructed.

∆tresh define allowed rate of difference between current posture model and reference. Higher

∆tresh means that subject can move more freely away from reference posture before feedback

is generated.

After initialization, current posture monitoring can be performed. This is done in cyclic

manner, where in each cycle a set of sensor data is received and processed in real time (faster

than the arrival of the next data set). First, the calculation of posture model defining points pik
and construction of graphical posture model is done using the method described in subsection

2.1. A graphical model provides visual reference of current posture that is monitored by the
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Figure 5.3. Flowchart of feedback control algorithm in Android application.

system. Then the parameter∆tresh is calculated using equation 5.1. If∆p is greater than∆tresh,

feedback signal is generated.

Additionally, the Android application can log all posture data on phone memory for later

analysis. Also in a given time period the application can register the amount of time when bad

posture (∆p > ∆tresh) was detected. This is provided as ratio in percent relative to the full time

period of system operation. Both of these functions can be used for usage statistics collection

and validation of feedback effectiveness.

As a result an experimental device for posture data acquisition with custom Android ap-

plication for data processing and feedback generation was developed. The user interface of

application is visible in Fig. 5.4 (a), (b), and (c). In Fig. 5.4 (a) interface screen of Bluetooth

connection establishment is visible. Fig. 5.4 (b) shows the processing screenwhere user can save

reference state, run the real-time processing and change parameters such as feedback threshold

value, height, etc. Fig. 5.4 (c) contains a screenshot where the approximated posture model

visualization is displayed in real-time. The constructed model corresponds to current posture

visible in Fig. 5.4 (d), whereas the thin lines indicate the shape of previously stored reference

posture.

To evaluate proposed systems operation performance and influence on users posture, a test

study was done. The experimental device was tested on four healthy subjects. Sensors were

mounted on subject back with elastic bands as visible in Fig. 5.4 (d). Data were logged while

subjects were working at desk in sitting position without back support. Position when sitting
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Figure 5.4. Android application screens and sensor device.

a) - screen of Blutetooth interface setup, b) - screen of processing state interface, c) - screen of stored and
reconstructed posture models, d) - wearable device.

with straight back without slouching or bending sideways was calibrated as reference pos-

ture. Each subject logged their posture data with two different feedback threshold values:

∆tresh = 3cm and ∆tresh = 5cm. Each threshold value was used for approximately half an

hour. Obtained data from all subjects are summarized in Fig. 5.5. The histogram illustrates

distribution of logged ∆p values, which determines the offset from reference posture. Each set

of bars corresponds to 0.5 cm wide interval, and show relative amount of time in % when pos-

ture with ∆p in this interval was detected. The dashed lines indicate boundaries where in each

threshold case feedback alert was switched on. Impact of feedback is clearly visible, as in both

cases noticeably decreases the relative time spent in postures with ∆p exceeding the threshold

value. With the feedback threshold values ∆tresh = 3cm and ∆tresh = 5cm, the time spent in

“correct” posture (∆p < ∆tresh), was respectively 89% and 90%. However, with the thresh-

old ∆tresh = 5cm, only 49% of the time was spent with ∆p < 3cm, which shows feedback

threshold value influence on subjects behavior.

Test results of the experimental setup proved the potential of the system to recognize different

posture deformations and produce feedback if undesired posture is detected. Testing showed that

around 90 % of time subjects spent with posture similar to the reference within the threshold

interval. There is a noticeable reduction in distribution of ∆p after threshold values, which

indicate the presence of the feedback alert. This proves that biofeedback is an efficient way to

control the users posture. As the sensor network is able to provide detailed data about different
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Figure 5.5. Four test subject average posture statistics with different feedback threshold
values.

deformities, it is reasonable that system could detect scoliotic curves and provide feedback for

patients who are diagnosed with scoliosis. This kind of system can help user to obtain specific

required posture, thus it could serve as alternative to traditional hard material braces and help

to reduce development of scoliosis. The sensors used in this method are small and lightweight

which potentially allow them to be integrated into garment almost invisibly. Also, wires could be

integrated into clothing which would allow unobtrusive use of the system during daily activities.

This can provide amore convenient and visually appealing treatmentmethod for scoliosis, which

both are essential aspects for patients diagnosed with this condition.

5.2. Approbation and pilots for medical applications

To validate the proposed methods for application in mobile CPS operating in real-life con-

ditions an approbation for medical applications was carried out. A number of prototype devices

were built that utilize the proposed shape sensing method and their application piloted. Test-

ing of prototypes with real patients was done in close collaboration and supervision of medical

specialists from rehabilitation center ”Mēs Esam Līdzās (MEL)” [95] and ”Unihaus” Ltd. [96].

In ”Unihaus Ltd.” the posturemonitoring system described in Subsection 5.1 was approbated

in real life conditions for patients aged from 13 to 15 with severe back posture defects. The aim

of approbation was to validate the system applicability in orthopedics and physiotherapy. Dur-

ing the approbation several suggestions for improvements of the prototype were received from

medical specialists and implemented in the system. Suggested improvements included changes
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Figure 5.6. Smart wearable device for posture monitoring.

A - shape sensing fabric with embedded accelerometer/magnetometer network; B - data acquisition module with
Bluetooth transceiver and rechargeable lithium battery; C - posture model rendered in Android application. The

color indicates deviation from previously stored reference model indicated with transparent grid.

in displayed posture model for easier user interface and feature to store different posture models

in the systems memory in order to compare obtained models before and after physiotherapy ex-

ercising session. Some practical suggestions also were received regarding the sensor integration

into wearable garment for convenient use. It was suggested that the system has a potential appli-

cation for biofeedback of posture during daily activities, specific therapy sessions as well home

exercising. Also, a potential to substitute expensive 3D scanning technology that is currently

used to obtain 3D shape of human posture in medical facilities was indicated. Full review from

”Unihaus” Ltd. of the approbation is attached in Appendix 6.

In collaboration with the rehabilitation center ”MEL” a prototype for mobile posture moni-

toring and feedback system was developed and piloted for application in rehabilitation of young

cerebral palsy patients with upper body muscle dystonia. A smart wearable device (SWD) was

developed basing on mobile system architecture described in Subsection 5.1 and shape sens-

ing fabric described in Subsection 4.2.3 (see Fig. 5.6). The device is connected to a smart-

phone where a custom application provides reception of sensor data, processing, data storage,

visualization and user interface. The posture model was obtained using algorithm described in

Subsection 2.2.

During the pilot study the SWD was tested with cerebral palsy patients in close supervision

of medical staff. It was used as technical tool to assist in rehabilitation exercises to help patients

to control their upper body position and posture. During exercising the patient was wearing
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SWD and had a tablet or smartphone nearby which was connected to the SWD via Bluetooth

andwas running data processing and system interface application. The application reconstructed

the posture model in real-time, compared it to previously stored reference posture and produced

feedback as vibrating alert and/or sound to warn the user about any deviation from desired pos-

ture set by the medical specialist. The system also provided usage statistics such as duration of

training and relative time when poor posture is detected.

In Fig. 5.7 the process of system application in pilot study is shown. The study showed that

the proposed posture monitoring and feedback system provided non obtrusive means for posture

monitoring and feedback in mobile environment without specific infrastructure. The method

for posture data acquisition proved to be convenient during daily exercising, implying that the

electronics are of small size and can be fully embedded into garment, have a reasonable battery

life providing a whole day of system operation on a single charge, and have a data processing

application that can run smoothly in real time on conventional smartphones and tablets. It was

demonstrated that the system is valuable for application in therapy sessions for children and

helps to improve upper body control [20]. The review of approbation and pilot study from

rehabilitation center ”MEL” can be found in Appendix 7.

With recommendation from medical specialists of rehabilitation center ”MEL” another pro-

totype SWDwas developed which, in addition to posture monitoring, can also monitor the posi-

tion of human head relative to human spine. This additional data is valuable for rehabilitation of

patients with severe movement and posture dysfunctions. The data of human head position can

be used for visually easy to understand feedback generation that can facilitate training of head

position fixation for patients with physical and often also mental disabilities. In the meantime

the data of human back posture can help medical specialists to understand correlation between

poorly fixed head position and back posture deformations.

The monitoring of head position was implemented by adding additional sensor node to the

system, that is attached to human head and can measure its orientation. An extension for pre-

vious application was developed that can provide visually easy to understand feedback of head

position. The relative orientation of users head was translated into displacement of object in the

feedback application as depicted in Fig. 5.8.

During the pilot study the system was tested with patients who have dyskinetic and spastic

form of cerebral palsy. The process of application is depicted in Fig. 5.9. The preliminary
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Figure 5.7. Pilot study of SWD application in rehabilitation center ”MEL”.

(a) the SWD is being setup for application; (b) reference posture is being calibrated and stored in system
memory; (c) the features of the system is introduced to the patient; (d) training process, the system is running in
background of therapy session activities showing real time model of user posture and providing feedback if

deviations from calibrated reference model are detected.

Figure 5.8. Feedback interface for human head position feedback.

The movements of human head in sagittal and coronal are translated into displacement along x and y coordinates
of the object. The task of the user is to hold the object in application within the defined circle by holding his head

in correct position defined by medical staff.
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Figure 5.9. Pilot study of SWD with head position feedback in rehabilitation center ”MEL”.

A - head mounted sensor; B - shape sensing fabric for posture monitoring; C - tablet with data processing and
feedback visualization.

studies provided that the proposed SWD could improve patient postural control [19].

5.3. Conclusions

The approbation and pilot tests proved that the proposed methods can be practically im-

plemented in mobile CPS. It was demonstrated that the proposed shape sensing method that is

based on orientation measurements from acceleration/magnetic sensor network indeed can be

seamlessly integrated into smart garments providing data about the wearer in an unobtrusive

way.

The pilot studies confirm that the proposed data processing algorithms can be implemented

using conventional mobile computing devices such as smartphones or tablets. The custommade

application running the proposed shape reconstruction algorithm in real-time was tested on mul-

tiple smartphones. Most tested units can be classified as mid-range devices with processor clock

frequencies starting form 600MHz and this computing power proved to be enough to implement

real-time algorithms formulti sensor data processing and construction of a graphical model. This

proves that the proposed algorithms are lightweight enough to be integrated into mobile CPS

with limited resources.

Also, it was shown that embedded sensor system integration with modern portable comput-

ing devices provide excellent portable platform formobile sensor data processing. This approach
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also considerably reduces system development complexity and cost, as part of the hardware that

is necessary for systems functionality is already provided. One drawback of the smartphone

inclusion in system architecture is the necessity of Bluetooth data transfer, as it is the most con-

venient way to send data to smartphone. This solution has relatively high energy consumption

(around 60% of total in SWD with 63 acceleration/magnetic sensor nodes), and it limits the

battery life of both the sensor system and the smartphone.

The clear application potential of the proposed shape sensing methods are proved by interest

from medical stuff which has taken a form of collaborative publications [19, 20] and presenta-

tions in medical conferences. In addition, while the practically tested applications in this work

are related to medicine, the author feels that it is by no means the only suitable field of ap-

plication for proposed methods. The ability to measure free form 3D shape in real-time with

low-cost, low-power electronics can also be beneficial in other fields mentioned in introduction

of this work such as robotics, flexible devices or high end sports equipment.
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DISCUSSION AND CONCLUSIONS

The aim of this work was to facilitate the development of new CPS applications by exploring

new 3D free form shape sensing methods. To achieve this aim a list of tasks were performed.

In total six sections including final conclusions were written to describe activities and results of

each task.

At the beginning of the work in Section 1 a literature review about previous work on shape

sensing with embedded equipment was provided. In previous works two distinct approaches

were found - one is based on measurement of bending of the material and other utilizes inertial/-

magnetic sensors. The approach with inertial/magnetic sensors was chosen for further studies

due to advancements in MEMS technology that allow production of small low-cost sensors in

large quantities. In addition, these sensors often have digital output therefore they can be rela-

tively easy integrated in various electronic systems. Because of these advantagesMEMS sensors

have become widely popular for various applications.

In Section 2 methods for shape sensing based on inertial/magnetic sensors were studied.

First, it was demonstrated that the information of 3D object shape can be obtained with ac-

celerometers. It was shown that this method provides solution to limited variations of object

shapes and can introduce significant errors in more complicated cases. The main contribution

of this work regarding shape sensing methods is in the proposed method for free-form 3D shape

sensing with accelerometer/magnetometer network. It was identified that previously proposed

solutions require considerable amount of computing power therefore are not well suited for mo-

bile CPS. A novel method for shape reconstruction was proposed which requires noticeably

lower computing resources while having negligible sacrifice in precision, enabling implemen-

tation of real-time shape sensing on embedded systems.

It was identified that for shape sensingwith high resolution the use of large number of sensors

is preferable, therefore methods for efficient data acquisition from multi sensor systems with

limited resources were studied in Section 3. As none of the currently available data transfer

interfaces were directly suitable for the task a new method for data transfer was proposed.

Section 4 was dedicated for the experimental validation of the practical implementation and

performance of the proposed methods. First, a 4 by 4 3-axis accelerometer network was de-

veloped to test feasibility for its application of 3D shape data acquisition. Also, the proposed
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improved data processing method that reduces the errors arising from limited degree of free-

dom orientation data was experimentally tested, but proved to be computationally inefficient

and still not applicable in general case free-form shape measurements. Then, to provide exper-

imental validation of shape sensing with acceleration/magnetic sensors, an experimental sensor

network was developed with network architecture proposed in Section 3. The sensor network

was embedded into a fabric and allowed to obtain the shape of the fabric in real-time using pro-

posed shape reconstruction method. Also a specific experimental setup with Kinect V2 sensor

was designed for detailed accuracy evaluation of proposed shape reconstruction algorithm. The

setup allowed to simultaneously acquire data from proposed inertial/magnetic sensor network

and reference shape data fromKinect V2 sensor. This provided error estimation with statistically

reasonable data set.

Last but not least, in Section 5 the proposed methods were implemented in mobile CPS

for medical application. Three smart wearable device prototypes were designed and piloted

in two medical institutions. The devices were based on shape sensing methods proposed in

this work and provided various information and feedback regarding user’s body posture. In

collaboration with medical specialists the devices were used for medical studies the results of

which were published and presented in medical conferences. Positive feedback from medical

specialists about systems capabilities and performance was received. Despite approbation only

for medical applications the reported performance in terms that are essential for mobile CPS

such as required computing power, precision, size, consumed current and robustness provides

foundation for further application of proposed methods in other fields where mobile CPS are

used.

In conclusion, in this work methods enabling real-time free-form 3D shape sensing with

embedded equipment that is applicable in mobile CPS were proposed, experimentally tested

and successfully piloted. All of the tasks defined in the beginning of this work are successfully

completed and described throughout the sections of this document, therefore the author consider

this work to be complete and finished.
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Appendix 1

Schematics of LSM303DLHC sensor board
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Appendix 2

Schematics of master data acquisition board with Bluetooth

1 1

2 2

3 3

4 4

D
D

C
C

B
B

A
A

Title

N
um

ber
Revision

SizeA
4

D
ate:

7/5/2016
Sheet    of

File:
C:\U

sers\..\Sheet1.SchD
oc

D
raw

n By:

P1.4/SM
CLK

/U
CB0STE/U

CA
0CLK

/V
REF+/V

EREF+/A
4/CA

4/TCK
4

P1.5/TA
0.0/U

CB0CLK
/U

CA
0STE/A

5/CA
5/TM

S
5

P3.1/TA
1.0

6

P3.0/TA
0.2

7

N
C

8

P2.0/TA
1.0

9

P2.1/TA
1.1

10

P2.2/TA
1.1

11

P3.2/TA
1.1

12

P3.3/TA
1.2

13

P3.4/TA
0.0

14

P2.3/TA
1.0

15

P2.4/TA
1.2

16
P2.5/TA

1.2
17

P3.5/TA
0.1

18
P3.6/TA

0.2
19

P3.7/TA
1CLK

/CA
O

U
T

20
P1.6/TA

0.1/U
CB0SO

M
I/U

CB0SCL/A
6/CA

6/TD
I/TCLK

21
P1.7/CA

O
U

T/U
CB0SIM

O
/U

CB0SD
A

/A
7/CA

7/TD
O

/TD
I

22
-^RST/N

M
I/SBW

TD
IO

23
TEST/SBW

TCK
24

X
O

U
T/P2.7

25
X

IN
/P2.6/TA

0.1
26

A
V

SS
27

D
V

SS
28

A
V

CC
29

D
V

CC
30

P1.0/TA
0CLK

/A
CLK

/A
0/CA

0
31

N
C

32

P1.3/A
D

C10CLK
/CA

O
U

T/V
REF-/V

EREF-/A
3/CA

3
3

P1.2/TA
0.1/U

CA
0TX

D
/U

CA
0SIM

O
/A

2/CA
2

2
P1.1/TA

0.0/U
CA

0RX
D

/U
CA

0SO
M

I/A
1/CA

1
1

U
1

m
sp430g2553 qfn32

G
N

D
1

PV
CC

2

A
IO

(0)
3

A
IO

(1)
4

PIO
(0)

5

PIO
(1)

6

PIO
(2)

7

PIO
(3)

8

PIO
(4)

9

G
N

D
10

PIO
(5)

11

PIO
(6)

12

PIO
(7)

13

PIO
(8)

14

PIO
(9)

15

RESET
16

V
CC

17

G
N

D
18

G
N

D
19

U
SB_D

P
20

U
SB_D

N
21

PCM
_SY

N
C

22
PCM

_IN
23

PCM
_O

U
T

24
PCM

_CLK
25

U
A

RT_RX
26

U
A

RT_TX
27

U
A

RT_RTS
28

G
N

D
29

U
A

RT_CTS
30

SPI_M
O

SI
31

SPI_CSB
32

SPI_CLK
33

SPI_M
ISO

34
PIO

(11)
35

PIO
(10)

36
RF_IO

37
G

N
D

38
U

2

btm
-222

U
SB

1

G
N

D
2

-^PO
K

/-^CH
G

3
D

C
4

BA
T

5
U

3

M
A

X
1555/1551

1234

P2Sensor_connector

0.1uF

C20.1uF

D
1

Led RED

3.3K

R23.3K

0.1uF

C60.1uF

100pF

C3100pF

V
CC

G
N

D

G
N

D

V
CC

12

P1Spy-bi-w
ire

1K R11K

G
N

D

100pF

C1 100pF V
CC

V
CC

G
N

D

1.5uH

L1Inductor

4.7uF

C44.7uF

V
O

U
T

1

L2
2

PG
N

D
3

L1
4

V
IN

5
EN

6
PS/SY

N
C

7
V

IN
A

8
G

N
D

9
FB

10
U

4

TPS63031

12345

P3m
icro U

SB

E1A
ntenna

0.1uF

C80.1uF

4.7uF

C54.7uF

0.1uF

C70.1uF

D
3

LED
 W

H
ITE

1.5K

R41.5K

G
N

D

4.7uF

C94.7uF

1
2
3
4
5
6
7
8
9

P4Sw
itch PCM

12SM
TR

1.5K

R31.5KD
2

Led BLU
E

G
N

D

1K R51K1K R61K

G
N

D
BT1
Battery

PIBT101PIBT102
C
O
B
T
1

PIC101
PIC102 COC1

PIC201 PIC202
COC2

PIC301PIC302
COC3

PIC401PIC402
COC4

PIC501PIC502
COC5

PIC601
PIC602 COC6

PIC701PIC702
COC7

PIC801PIC802
COC8

PIC901PIC902
COC9

PID101 PID102
COD1

PID201 PID202
C
O
D
2

PID301 PID302
C
O
D
3

PIE101
C
O
E
1

PIL101 PIL102COL1

P
I
P
1
0
1

P
I
P
1
0
2 COP1

P
I
P
2
0
1

P
I
P
2
0
2

P
I
P
2
0
3

P
I
P
2
0
4 C
O
P
2

P
I
P
3
0
1

P
I
P
3
0
2

P
I
P
3
0
3

P
I
P
3
0
4

P
I
P
3
0
5

COP3

PIP401PIP402PIP403PIP404PIP405PIP406PIP407PIP408PIP409

COP4

PIR101 PIR102COR1

PIR201 PIR202COR2

PIR301PIR302 COR3

PIR401 PIR402COR4

PIR501 PIR502COR5

PIR601 PIR602COR6

P
I
U
1
0
1

P
I
U
1
0
2

P
I
U
1
0
3

P
I
U
1
0
4

P
I
U
1
0
5

P
I
U
1
0
6

P
I
U
1
0
7

P
I
U
1
0
8

P
I
U
1
0
9

P
I
U
1
0
1
0

P
I
U
1
0
1
1

P
I
U
1
0
1
2

P
I
U
1
0
1
3

P
I
U
1
0
1
4

P
I
U
1
0
1
5

P
I
U
1
0
1
6

P
I
U
1
0
1
7

P
I
U
1
0
1
8

P
I
U
1
0
1
9

P
I
U
1
0
2
0

P
I
U
1
0
2
1

P
I
U
1
0
2
2

P
I
U
1
0
2
3

P
I
U
1
0
2
4

P
I
U
1
0
2
5

P
I
U
1
0
2
6

P
I
U
1
0
2
7

P
I
U
1
0
2
8

P
I
U
1
0
2
9

P
I
U
1
0
3
0

P
I
U
1
0
3
1

P
I
U
1
0
3
2

COU1

P
I
U
2
0
1

P
I
U
2
0
2

P
I
U
2
0
3

P
I
U
2
0
4

P
I
U
2
0
5

P
I
U
2
0
6

P
I
U
2
0
7

P
I
U
2
0
8

P
I
U
2
0
9

P
I
U
2
0
1
0

P
I
U
2
0
1
1

P
I
U
2
0
1
2

P
I
U
2
0
1
3

P
I
U
2
0
1
4

P
I
U
2
0
1
5

P
I
U
2
0
1
6

P
I
U
2
0
1
7

P
I
U
2
0
1
8

P
I
U
2
0
1
9

P
I
U
2
0
2
0

P
I
U
2
0
2
1

P
I
U
2
0
2
2

P
I
U
2
0
2
3

P
I
U
2
0
2
4

P
I
U
2
0
2
5

P
I
U
2
0
2
6

P
I
U
2
0
2
7

P
I
U
2
0
2
8

P
I
U
2
0
2
9

P
I
U
2
0
3
0

P
I
U
2
0
3
1

P
I
U
2
0
3
2

P
I
U
2
0
3
3

P
I
U
2
0
3
4

P
I
U
2
0
3
5

P
I
U
2
0
3
6

P
I
U
2
0
3
7

P
I
U
2
0
3
8

COU2

P
I
U
3
0
1

P
I
U
3
0
2

P
I
U
3
0
3

P
I
U
3
0
4

P
I
U
3
0
5

COU3

P
I
U
4
0
1

P
I
U
4
0
2

P
I
U
4
0
3

P
I
U
4
0
4

P
I
U
4
0
5

P
I
U
4
0
6

P
I
U
4
0
7

P
I
U
4
0
8

P
I
U
4
0
9

P
I
U
4
0
1
0 COU4

90



Appendix 3

C code for MSP430g2553 of the sensor node

1 / / SENSOR board code
2

3 / / SPI s l a v e d a i s y ch a i n emu l a t i o n f o r P1 . 3 . F i r s t P1 . 4 d e f i n e d as i n p u t . P1
. 4 i n t e r r u p t ( low−−>h igh ) i n i t i a t e s 6 by t e d a t a r e ad from

4 / / s e n s o r s LSM303DLHC th rough I2C . Data a r e s t o r e d i n d a t a _ b u f f e r . Then P1 . 4
i s sw i t c h ed t o USCI_A CLK i n p u t and d ev i c e

5 / / a c t s a s SPI s h i f t r e g i s t e r c h a i n .
6

7 / / i n c l u d e s
8 # i n c l u d e <msp430g2553 . h>
9

10 / / F unc t i o n d e c l a r a t i o n s * /
11 vo id i n i t _ a l l ( ) ; / / i n i t i a l i z e s a l l modules needed b e f o r e p u l s e

measure
12 vo id i n i t _ r e c e i v e _ d a t a ( ) ; / / i n i t i a l i z e s a l l modules needed f o r r e c e i v i n g

da t a , and s end i ng
13 vo id P 1 _ i n t e r r u p t ( vo id ) ; / / P1 i n t e r r u p t p r o c edu r e f o r sync
14 vo id i 2 c _ w r i t e _ t o _ r e g i s t e r ( c h a r d e v i c e _ add r e s s , c h a r add r e s s , c h a r d a t a ) ;

/ / w r i t e s v a l u e t o s p e c i f i e d add r eSs t o i 2 c d ev i c e ( s e n s o r )
15 vo id i 2 c _ r e c e i v e _ a c c _ d a t a ( ) ; / / r e c e i v e s a c c e l e r a t i o n d a t a from

a c c e l e r ome t e r
16 vo id i 2 c _ r e c e i v e _mag_d a t a ( ) ; / / r e c e i v e magne tomete r d a t a from s e n s o r
17 vo id IO_port_to_CLK ( vo id ) ; / / s e t IO Po r t t o CLK ( SPI CLK)
18 vo id CLK_to_IO_port ( vo id ) ; / / s e t SPI CLK to IO p o r t
19 vo id wa i t ( v o l a t i l e i n t a ) ;
20

21 / / vo id wa i t ( v o l a t i l e i n t ) ; / / d e l a y f u n c t i o n
22

23 / / De f i n e s
24 / / acc s e t u p
25 # d e f i n e TURN_ON_ACC 0x27 / / t u r n on a l l acc and e n a b l e s a l l axes and

10 Hz ODR
26 # d e f i n e ACC_ADDRESS 0x19 / / a c c e l e r ome t e r i 2 c d ev i c e a d d r e s s
27 # d e f i n e ACC_CTRL_REG1 0x20 / / acc f i r s t c o n t r o l r e g i s t e r a d d r e s s
28 # d e f i n e ACC_FIRST_DATA_REGISTER 0x28 / / acc f i r s t acc d a t a r e g i s t e r

a d d r e s s
29 # d e f i n e ACC_CTRL_REG4 0x23 / / acc c o n t r o l r e g i s t e r 4
30 # d e f i n e ACC_HR 0x08 / / a c c e l e r ome t e r h igh r e s o l u t i o n

en ab l e b i t i n c t r l r eg4
31 # d e f i n e ACC_TURN_ON 0x27 / / 10 Hz ODR
32 # d e f i n e ACC_AUTO_INC 0x80 / / a u t o i n c r emen t b i t i n s u b a dd r e s s
33

34 # d e f i n e MAG_ADDRESS 0x1E / / magne tomete r i 2 c s l a v e add r
35 # d e f i n e MAG_FIRST_DATA_REGISTER 0x03 / / mag f i r s t d a t a r e g i s t e r add r
36 # d e f i n e MAG_CRA_REG_M 0x00 / / mag s e t minimum da t a o u t p u t r a t e
37 # d e f i n e MAG_CRB_REG_M 0x01 / / mag ga i n s e t t i n g
38 # d e f i n e MAG_MR_REG_M 0x02 / / mag mode s e t t o Cont inuous−c o nv e r s i o n

mode
39

40 # d e f i n e BYTES_TO_TRANSFER 12 / / Number o f d a t a b y t e s from each s e n s o r
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41 # d e f i n e NUMBER_OF_SENSORS 63 / /
42

43 / / G loba l v a r i a b l e s
44 uns i gned i n t d a t a _ b u f f e r [ 12 ]={0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 } ; / / h e r e

r e c e i v e d d a t a from a c c e l e r om e t e r s a r e s t o r e d .
45 i n t t i m e s _ t o _ t r a n s f e r _ d a t a =0; / / i n d i c a t o r t h a t shows how many t ime s must

t r a n s f e r c u r r e n t s e n s o r boa rd c o n t r o l l e r
46

47 i n t sync =0; / / s y n c h r o n i z a t i o n i n d i c a t o r
48 uns i gned i n t m e a s u r e d _ i n t e r v a l =0 ;
49

50 / / main . c
51 i n t main ( vo id ) {
52 WDTCTL = WDTPW | WDTHOLD; / / S top watch dog t ime r
53

54 i n i t _ a l l ( ) ;
55 wa i t ( 1000 ) ;
56 whi l e ( ! ( P1IN & BIT4 ) ) ; / / wh i l e c l k l i n e low wa i t u n t i l i t s e t s h igh
57

58 P1SEL | = BIT4 ; / / c onnec t SPI module c l k t o P1 . 4
59 P1SEL2 | = BIT4 ;
60

61 UCA0CTL1&=~UCSWRST; / / s e t u s c i module i n o p e r a t i o n a l s t a t e
62

63 whi l e ( ! ( IFG2 & UCA0RXIFG) ) ; / / wa i t u n t i l we r e c e i v e one f u l l SPI by t e
64 IFG2&=~UCA0RXIFG ; / / c l e a r f l a g
65

66 / / measure p u l s e
67 i f (TA1CCR0>=TA1CCR1) {
68 mea s u r e d _ i n t e r v a l =TA1CCR0−TA1CCR1 ;
69 } e l s e {
70 mea s u r e d _ i n t e r v a l =0xFFFF−TA1CCR1+TA1CCR0 ;
71 }
72 / / c o n f i g u r e compa r a t o r
73

74 i f ( me a s u r e d _ i n t e r v a l >1) { / / i f measured p u l s e g e t t i n g s h o r t e r
75 CACTL1=CARSEL+CAREF_3+CAON; / / d i ode r e f f e r e n c e
76 CACTL2=P2CA0 ;
77 CAPD=CAPD0 ;
78

79 } e l s e {
80 CACTL1=CARSEL+CAREF_2+CAON; / / 1 / 2 Vcc
81 CACTL2=P2CA0 ;
82 CAPD=CAPD0 ;
83 }
84 P3DIR | = BIT7 ; / / s e t compa r a t o r ou t t o p i n
85 P3SEL | = BIT7 ;
86 P3SEL2&=~BIT7 ;
87

88 whi l e ( ! ( P1IN & BIT1 ) ) ; / / w a i t i n g f o r p u l s e measure end i n d i c a t o r
89 P1OUT|= BIT2 ; / / s e t SIMO in h igh s t a t e ( p a s s i n g p u l s e measure end

i n d i c a t o r t o o t h e r s l a v e s )
90 whi l e ( P1IN & BIT1 ) ;
91 P1OUT&=~BIT2 ; / / s e t SIM low s t a t e
92 / / program main c y c l e
93
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94 / / c o n f i g u r e sp i , i 2 c and s t a r t r e c e i v e d a t a from a c c e l e r om e t e r s
95 / / l ower c l k f r e qu en cy
96 i n i t _ r e c e i v e _ d a t a ( ) ;
97

98 whi l e ( 1 ) {
99 i n t i ;
100 i n t j ;
101 CLK_to_IO_port ( ) ; / / change P1 . 4 t o i n p u t p o r t .
102 whi l e ( ( P1IN & BIT4 ) ) ; / / wa i t f o r s y n c h r o n i z a t i o n
103 whi l e ( ! ( P1IN & BIT4 ) ) ;
104 i 2 c _ r e c e i v e _ a c c _ d a t a ( ) ; / / r e ad s e n s o r d a t a
105 i 2 c _ r e c e i v e _mag_d a t a ( ) ; / / r e c e i v e magne tomete r d a t a
106 IO_port_to_CLK ( ) ;
107 f o r ( j =0 ; j <NUMBER_OF_SENSORS; j ++) {
108 f o r ( i =0 ; i <BYTES_TO_TRANSFER ; i ++) {
109 whi l e ( ! ( IFG2 & UCA0TXIFG) ) ; / / check i f TX b u f f e r r e ady f o r new

da t a t r a n sm i s s i o n
110 UCA0TXBUF= d a t a _ b u f f e r [ i ] ; / / w r i t e TX da t a i n b u f f e r and wa i t f o r

mas t e r CLK to t r a n sm i t
111 whi l e ( ! ( IFG2 & UCA0RXIFG) ) ; / / wa i t t i l l i n p u t b u f f e r r e ady (8 CLK

r e c e i v e d from mas t e r )
112 d a t a _ b u f f e r [ i ]=UCA0RXBUF; / / r e ad RX da t a from i n p u t b u f f e r
113 }
114 }
115 }
116 }
117

118 vo id i n i t _ a l l ( ) {
119 / / i n i t c l k sys tem
120 BCSCTL1=CALBC1_1MHZ;
121 DCOCTL=CALDCO_1MHZ;
122

123 / / SETUP TIMER
124 TA1CTL=TASSEL_2+MC_2 ;
125 TA1CCTL0=CM_1+SCS+CAP; / / r i s i n g edge , Binput , s y n c h r o n i z e c lk , c a p t u r e

mode ,
126 TA1CCTL1=CM_2+SCS+CAP; / / f a l l i n g edge ,
127 P2DIR&=~(BIT0+BIT1 ) ;
128 P2SEL | = ( BIT0+BIT1 ) ;
129 P2SEL2&=~(BIT0+BIT1 ) ;
130

131 / / c o n f i g u r e SPI
132 UCA0CTL1 | =UCSWRST;
133 UCA0CTL0=UCCKPL+UCSYNC; / / i n a c t i v e s t a t e i s h igh
134

135 / / s e t u p f o r p u l s e measure
136 P1DIR | = BIT2 ; / / SIMO s e t a s p o r t o u t p u t
137 P1OUT&=~BIT2 ; / / simo ou t p u t low
138 P3DIR&=(BIT7 ) ; / / Compara tor ou t c l k ’ a s o u t p u t p o r t
139 P3OUT&=~(BIT7 ) ; / / o u t p u t low
140 }
141

142 vo id i n i t _ r e c e i v e _ d a t a ( ) {
143 / / Turn o f f t im e r
144 TA1CTL=MC_0 ; / / STOP TIMER
145 TA1CCTL0=CM_0 ;
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146 TA1CCTL1=CM_0 ;
147 / / CLOCK SYSTEM
148 DCOCTL=CALDCO_1MHZ;
149 BCSCTL1=CALBC1_1MHZ;
150

151 / / SPI USCIA0
152 UCA0CTL1 | =UCSWRST;
153 P1SEL | = BIT1+BIT2 ;
154 P1SEL2 | = BIT1+BIT2 ; / / P1 .1=SOMI , P1 .2=SIMO , P1 . 4 = I /O ( sw i t c h t o CLK

l a t e r ) , P1 .5=STE
155 UCA0CTL0 = UCCKPL + UCSYNC; / / 3 wi r e SPI s l a v e . CLOCK i n a c t i v e h igh
156 UCA0BR0=1;
157

158 / / SYNC po r t c o n f i g
159 P1SEL&=~ 0x10 ;
160 P1SEL2&=~ 0x10 ;
161 P1DIR &=~ 0x10 ; / / 10000 P1 . 4 i n p u t
162

163 / / I2C USCIB0* /
164 UCB0CTL1 | =UCSWRST; / / pu t module i n r e s e t s t a t e
165 P1SEL | = BIT6+BIT7 ;
166 P1SEL2 | = BIT6+BIT7 ; / / P1 .6=SCL ( I2C ) P1 .7=SDA ( I2C )
167 UCB0CTL1 | =UCSSEL_3 ; / / s e l e c t SMCLK
168 UCB0CTL0 | =UCMODE_3+UCMST; / / s e t I2C MODE MASTER MODE
169 UCB0BR0=0x04 ; / / s e t I2C c l o ck p r e s c a l e r 1MHZ/4 = 250 kHz
170

171 UCB0CTL1 &= ~UCSWRST; / / s t a r t I2C
172 i 2 c _ w r i t e _ t o _ r e g i s t e r (ACC_ADDRESS, ACC_CTRL_REG1 , ACC_TURN_ON) ; / / s e t

up a c c e l e r ome t e r
173 i 2 c _ w r i t e _ t o _ r e g i s t e r (ACC_ADDRESS, ACC_CTRL_REG4 , ACC_HR) ; / / t u r n on

h igh r e s o l u t i o n
174

175 __d e l a y _ c y c l e s (10000 ) ;
176 i 2 c _ w r i t e _ t o _ r e g i s t e r (MAG_ADDRESS, MAG_CRA_REG_M, 0x10 ) ; / / minimum

da t a o u t p u t 15Hz (0 x1C f o r max )
177 __d e l a y _ c y c l e s (10000 ) ;
178 i 2 c _ w r i t e _ t o _ r e g i s t e r (MAG_ADDRESS, MAG_CRB_REG_M, 0x20 ) ; / / s e t

sm a l l e s t g a i n
179 __d e l a y _ c y c l e s (10000 ) ;
180 i 2 c _ w r i t e _ t o _ r e g i s t e r (MAG_ADDRESS, MAG_MR_REG_M, 0x00 ) ; / / s e t t o

Cont inuous−c o nv e r s i o n mode ( t u r n on mag )
181

182 _ _ b i s _ SR_ r e g i s t e r ( GIE ) ;
183 }
184

185 / / I2C d a t a t r a n s f e r s u b r o u t i n e s ( no R i cha rda ) * /
186 / / s end s one d a t a by t e t o s p e c i f i e d d ev i c e
187 / / a rgumen t s :
188 / / d e v i c e _ a d d r e s s − t a r g e t d e v i c e s l a v e a d d r e s s
189 / / r e g i s t e r _ a d d r e s s − r e g i s t e r a d d r e s s o f s e n s o r t o which w r i t e d a t a
190 / / d a t a − va l u e t h a t w i l l be w r i t t e n t o s e n s o r r e g i s t e r
191 vo id i 2 c _ w r i t e _ t o _ r e g i s t e r ( c h a r d e v i c e _ add r e s s , c h a r r e g i s t e r _ a d d r e s s , c h a r

d a t a ) {
192 UCB0I2CSA= d e v i c e _ a d d r e s s ; / / noradam i e r i c e s a d r e s i a r

kuru komunice t
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193 UCB0CTL1 | =UCTR; / / uzs tadam I2C modul i r a i d i s a n a s
r ez ima

194 whi l e (UCB0CTL1 & UCTXSTP) ; / / gaidam , j a l i n i j a
a i znemta

195 IFG2=~(UCB0TXIFG+UCB0RXIFG) ; / / nodzesam sanemsana un
n o s u t i s a n a s ka rogus

196 UCB0CTL1 | =UCTXSTT; / / gene re j am STARTa nosac i j umu
197 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kamer

varam p a r r a i d i t v a i i r NACK
198 IFG2&=~UCB0TXIFG ; / / nodzesam p a r r a i d i s a n a s ka rogu
199 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
200 UCB0TXBUF= r e g i s t e r _ a d d r e s s ; / / nosutam a k s e l e r ome t r a

r e g i s t r a a d r e s i ,
201 / / ku ra t i k s s u t i t i d a t i
202 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kamer

varam s u t i t , v a i i r NACK
203 IFG2&=~UCB0TXIFG ; / / nodzesam s u t i s a n a s ka rogu
204 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
205 UCB0TXBUF=da t a ; / / i e r a k s t am nosutamo v e r t i b u

n o s i t i s a n a b u f e r i
206 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam

kamer s u t i s a n a s ka r og s p a c e l t s
207 IFG2&=~(UCB0TXIFG) ; / / nodzesam sanemsanas karogu
208 }
209 UCB0STAT&=~UCNACKIFG;
210 UCB0CTL1 | =UCTXSTP; / / beidzam I2C komun ikac i j u
211 }
212 }
213 vo id i 2 c _ r e c e i v e _ a c c _ d a t a ( ) {
214 i n t i ;
215 whi l e (UCB0CTL1 & UCTXSTP) ; / / gaidam STOP nosac i j umu
216 UCB0I2CSA=ACC_ADDRESS; / / uzs tadam a k s e l e r ome t r a i 2 c

a d r e s i
217 UCB0CTL1 | =UCTR; / / i e s t a d am r a i d i s a n a s r ez ima
218 IFG2&=~(UCB0TXIFG+UCB0RXIFG) ; / / nodzesam v i s u s

pa r t r aukumu ka rogus
219 UCB0CTL1 | =UCTXSTT; / / gene re j am s t a r t nosac i j umu
220 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kamer

varam s u t i t d a t u s v a i i r NACK
221 IFG2&=~UCB0TXIFG ; / / nodzesam p a r r a i d i s a n a s ka rogu
222 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
223 UCB0TXBUF=(ACC_FIRST_DATA_REGISTER+ACC_AUTO_INC) ; / / p i rma r e g i s t r a

a d r e s e no ku r a s n o l a s i t d a t u s
224 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam

n o s u t i s a n a s ka rogu v a i NACK
225 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
226 IFG2=~(UCB0TXIFG+UCB0RXIFG) ; / / dzesam ka rogus
227 UCB0CTL1&=~UCTR; / / uzs tadam i 2 c modul i sanemsanas r ez ima
228 UCB0STAT&=~UCNACKIFG; / / noddzesam NACK karogu
229 UCB0CTL1 | =UCTXSTT; / / gene re j am sakuma nosac i j umu
230 whi l e ( ( ! ( IFG2 & UCB0RXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kad

esam sanemus i d a t u s v a i NACK
231 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / parbaudam va i nav NACK
232 / / i n t i ;
233 f o r ( i =0 ; i <6 ; i ++) {

95



234 whi l e ( ! ( IFG2 & UCB0RXIFG) ) ; / / gaidam kad d a t i s a n em t i sanemsanas
b u f e r i

235 IFG2&=~UCB0RXIFG ;
236 d a t a _ b u f f e r [ i ] = (UCB0RXBUF) ; / / s a g l a b a j am sanemtos d a t u s masiva
237 i f ( i ==4) { / / pec p i rmsp ed e j a b a i t a uzs tadam STOP nosac i j umu
238 UCB0CTL1 | =UCTXSTP ; / / i 2 c i p a t n i b a s d e l
239 }
240 }
241 r e t u r n ; / / i z e j am no f u n k c i j a s n e i p i l d o t t a l a k o kodu
242 }
243 }
244 }
245

246 / / j a b i j i s NACK
247 / / i n t i ;
248 f o r ( i =0 ; i <6 ; i ++) {
249 d a t a _ b u f f e r [ i ] = 0 ; / / nodzesam p a a t r i n a j uma da t u b u f e r i
250 }
251 UCB0STAT&=~UCNACKIFG; / / nodzesam NACK karogu
252 UCB0CTL1 | =UCTXSTP; / / gene re j am STOP nosac i j umu
253 }
254

255 vo id i 2 c _ r e c e i v e _mag_d a t a ( ) {
256 i n t i ;
257 whi l e (UCB0CTL1 & UCTXSTP) ; / / gaidam STOP nosac i j umu
258 UCB0I2CSA=MAG_ADDRESS; / / uzs tadam a k s e l e r ome t r a i 2 c

a d r e s i
259 UCB0CTL1 | =UCTR; / / i e s t a d am r a i d i s a n a s r ez ima
260 IFG2&=~(UCB0TXIFG+UCB0RXIFG) ; / / nodzesam v i s u s

pa r t r aukumu ka rogus
261 UCB0CTL1 | =UCTXSTT; / / gene re j am s t a r t nosac i j umu
262 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kamer

varam s u t i t d a t u s v a i i r NACK
263 IFG2&=~UCB0TXIFG ; / / nodzesam p a r r a i d i s a n a s ka rogu
264 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
265 UCB0TXBUF=(MAG_FIRST_DATA_REGISTER) ; / / +ACC_AUTO_INC (mag has

au t o i n c r emen t )
266 whi l e ( ( ! ( IFG2 & UCB0TXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam

n o s u t i s a n a s ka rogu v a i NACK
267 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / j a nav b i j i s NACK
268 IFG2=~(UCB0TXIFG+UCB0RXIFG) ; / / dzesam ka rogus
269 UCB0CTL1&=~UCTR; / / uzs tadam i 2 c modul i sanemsanas r ez ima
270 UCB0STAT&=~UCNACKIFG; / / noddzesam NACK karogu
271 UCB0CTL1 | =UCTXSTT; / / gene re j am sakuma nosac i j umu
272 whi l e ( ( ! ( IFG2 & UCB0RXIFG) ) &&(!(UCB0STAT & UCNACKIFG) ) ) ; / / gaidam kad

esam sanemus i d a t u s v a i NACK
273 i f ( ! ( UCB0STAT & UCNACKIFG) ) { / / parbaudam va i nav NACK
274 / / i n t i ;
275 f o r ( i =6 ; i <12; i ++) {
276 whi l e ( ! ( IFG2 & UCB0RXIFG) ) ; / / gaidam kad d a t i s a n em t i sanemsanas

b u f e r i
277 IFG2&=~UCB0RXIFG ;
278 d a t a _ b u f f e r [ i ] = (UCB0RXBUF) ; / / s a g l a b a j am sanemtos d a t u s masiva
279 i f ( i ==10) { / / pec p i rmsp ed e j a b a i t a uzs tadam STOP nosac i j umu
280 UCB0CTL1 | =UCTXSTP ; / / i 2 c i p a t n i b a s d e l
281 }
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282 }
283 r e t u r n ; / / i z e j am no f u n k c i j a s n e i p i l d o t t a l a k o kodu
284 }
285 }
286 }
287

288 / / j a b i j i s NACK
289 f o r ( i =6 ; i <12; i ++) {
290 d a t a _ b u f f e r [ i ] = 0 ; / / nodzesam p a a t r i n a j uma da t u b u f e r i
291 }
292 UCB0STAT&=~UCNACKIFG; / / nodzesam NACK karogu
293 UCB0CTL1 | =UCTXSTP ; / / gene re j am STOP nosac i j umu
294 }
295

296 vo id IO_port_to_CLK ( ) {
297 P1SEL | = BIT4 ; / / s e t P1 . 4 SEL r e g i s t e r s f o r SPI CLK p in
298 P1SEL2 | = BIT4 ;
299 UCA0CTL1 &= ~UCSWRST; / / run USCI_A
300 }
301

302 vo id CLK_to_IO_port ( ) {
303 UCA0CTL1 | = UCSWRST; / / s t o p USCI_A
304 P1SEL&=~ BIT4 ; / / c l e a r P1 . 4 SEL r e g i s t e r s o f I /O p in
305 P1SEL2&=~ BIT4 ;
306 }
307 vo id wa i t ( v o l a t i l e i n t a ) {
308 whi l e ( a >0) {
309 a−−;
310 }
311 }

97



Appendix 4

C code for MSP430g2553 of the master device

1 # i n c l u d e <msp430g2553 . h>
2

3 vo id i n i t _ a l l ( ) ;
4 vo id s e t _ p 2 2 _ a s _ o u t p u t ( ) ;
5 vo id wa i t ( v o l a t i l e un s i gned i n t c y c l e s ) ;
6 vo id set_CLK_as_CLK ( ) ;
7 vo id se t_CLK_as_ou tpu t ( ) ;
8 vo id se t_MISO_as_ou tpu t ( ) ;
9 vo id set_MISO_as_MISO ( ) ;
10 vo id sync ( v o l a t i l e i n t c y c l e s ) ;
11 vo id s e n d _ s p i _ b y t e ( ch a r Data ) ;
12 cha r r e c e i v e _ s p i _ b y t e ( ) ;
13 cha r r e c e i v e _ s p i _ b y t e ( ) ;
14 vo id S e r i a l P a c k e t S t a r t ( c h a r t ype ) ;
15 vo id SendBy t eToSe r i a l ( un s i gned cha r b i t ) ;
16 vo id S e r i a l P a c k e t E n d ( ) ;
17 vo id myTimer ( vo id ) ;
18 vo id S e r i a l P a c k e t P u s h I n t ( un s i gned i n t c o n t e n t ) ;
19 vo id S e r i a l P a c k e t P u s hBy t e ( un s i gned cha r c o n t e n t ) ;
20

21 # d e f i n e BYTES_TO_TRANSFER 12 / / Number o f b y t e s f o r mas t e r t o r e c e i v e ( from
one s e n s o r )

22 # d e f i n e NUMBER_OF_SENSORS 63 / / Number o f s e n s o r s i n ch a i n
23 # d e f i n e BATTERY_LVL_PACKET 64 / / Pa cke t c o n t a i n i n g b a t t e r y l e v e l
24

25 / / S e r i a l p a c k e t s
26 # d e f i n e PACKET_FRAME 0xFF
27 # d e f i n e PACKET_ESCAPE 0xFE
28 # d e f i n e LOW_BYTE 0x00
29 # d e f i n e HIGH_BYTE 0x01
30 # d e f i n e XX 0x00
31 # d e f i n e YY 0x01
32 # d e f i n e ZZ 0x02
33

34 / / f l a g s
35 i n t r e c e i v e _ d a t a _ f l a g =0;
36 i n t n r _ o f _ t i m e r _ i n t e r r u p t s =0 ;
37 i n t n r _ o f _ a d c _ i n t e r r u p t s =0 ;
38 cha r a c c e l e r om e t e r _ d a t a [ 2 ] [ 3 ] ;
39 cha r magne tome t e r_da t a [ 2 ] [ 3 ] ;
40 uns i gned i n t r aw _ b a t t e r y _ l e v e l =0xFFFF ;
41 uns i gned i n t l ow _ b a t t e r y _ t h r e s h o l d =828; / / 3 . 4V b a t t e r y v o l t a g e
42 uns i gned i n t a d c _ i n r t e r u p t _ c o u n t e r =0;
43

44 #pragma v e c t o r = TIMER1_A1_VECTOR
45 _ _ i n t e r r u p t vo id myTimer ( vo id ) {
46 sw i t c h ( TA1IV ) {
47 c a s e 0x0A :
48 n r _ o f _ t i m e r _ i n t e r r u p t s ++;
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49 i f ( n r _ o f _ t i m e r _ i n t e r r u p t s ==10) { / / t im e r i n t e r r u p t f r e qu en cy 100 Hz ,
r e c e v e _ d a t a _ f l a g s e t s w i th f r e qu en cy 100/10=10 Hz f r e qu en cy ;

50 r e c e i v e _ d a t a _ f l a g =1;
51 n r _ o f _ t i m e r _ i n t e r r u p t s =0 ;
52 }
53 b r eak ;
54 d e f a u l t :
55 b r eak ;
56 }
57 }
58 / / i n t e r r u p t f o r ADC c o n v e r t e r . s amp l ing t ime 2* a c c e l e r ome t e r d a t a samp l ing

r a t e (ACC Data dample 100ms , ADC f o r b a t t e r y l e v e l 200 ms )
59 #pragma v e c t o r = ADC10_VECTOR
60 _ _ i n t e r r u p t vo id myADC( vo id ) {
61 r aw _ b a t t e r y _ l e v e l =ADC10MEM & 0x3FF ;
62 n r _ o f _ a d c _ i n t e r r u p t s ++;
63 i f ( n r _ o f _ a d c _ i n t e r r u p t s ==14) {
64 n r _ o f _ a d c _ i n t e r r u p t s =0 ;
65 i f ( r aw_ b a t t e r y _ l e v e l < l ow _ b a t t e r y _ t h r e s h o l d ) {
66 P2OUT^=BIT4 ; / / b l i n k l e d i f b a t t e r y low
67 }
68 }
69 }
70

71 / / main . c
72

73 i n t main ( vo id ) {
74 WDTCTL = WDTPW | WDTHOLD; / / S top watchdog t ime r
75 i n i t _ a l l ( ) ;
76 P1OUT&=~(BIT6+BIT5 ) ; / / s e t o u t p u t low
77

78 se t_CLK_as_ou tpu t ( ) ;
79 se t_MISO_as_ou tpu t ( ) ; / /
80

81 wa i t ( 60000 ) ; / / wa i t t ime t o a l l ow s l a v e s t o s e t up
82 set_CLK_as_CLK ( ) ; / / s e t CLK p in as SPI CLK
83 i n t s e n s o r s _ t o _ c a l i b r a t e = NUMBER_OF_SENSORS; / / how many s e n s o r s

must c a l i b r a t e
84 wa i t ( 60000 ) ; / / wa i t t o e n s u r e s e n s o r r e ady
85 whi l e ( s e n s o r s _ t o _ c a l i b r a t e >0) {
86 whi l e ( ! ( IFG2 & UCB0TXIFG) ) ; / / wa i t u n t i l we can send s p i d a t a
87 UCB0TXBUF = 0x00 ; / / send empty by t e t o g e n e r a t e c l k
88 s e n s o r s _ t o _ c a l i b r a t e −−;
89 wa i t ( 60000 ) ; / / wa i t t o g i v e s l a v e c o n t r o l l e r s t ime f o r

impu l s e measurements and compa r a t o r c o n f i g u r a t i o n
90 }
91

92 P1OUT|= BIT6 ; / / s e t MISO po r t i n h igh s t a t e , t o t e l l s l a v e s t h a t
measure mode ended

93 wa i t ( 60000 ) ; / / wa i t t o e n s u r e t h a t s e n s o r s d e t e c t s t h i s p u l s e
94 P1OUT&=~BIT6 ; / / s e t MISO po r t low s t a t e
95 wa i t ( 60000 ) ;
96 / / s e t SPI module
97 set_MISO_as_MISO ( ) ;
98 TA1CTL |=MC_1 ; / / run t ime r
99 TA0CTL |=MC_1 ; / / run t ime r
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100 ADC10CTL0 | =ENC; / / ENABLE ADC CONVERTION
101 / / r e c o n f i g u r i n g f o r s e n s o r d a t a a c q u i s i t i o n
102 _ e n a b l e _ i n t e r r u p t s ( ) ;
103

104 whi l e ( 1 ) {
105 P1OUT|= BIT5 ; / / SPI CLK ou t p u t h igh
106 se t_CLK_as_ou tpu t ( ) ; / / s e t CLK p in as Outpu t
107 whi l e ( r e c e i v e _ d a t a _ f l a g ==0) ; / / wa i t u n t i l t im e r s e t s f l a g
108 r e c e i v e _ d a t a _ f l a g =0; / / c l e a r r e c e i v e d a t a f l a g
109

110 sync ( 100 ) ;
111 set_CLK_as_CLK ( ) ; / / s e t c l k p i n t o SPI c l k module
112 wa i t ( 2000 ) ; / / 956 wa i t t o a l l ow s e n s o r s r e ad d a t a
113 i n t i , j ;
114 f o r ( i =0 ; i <NUMBER_OF_SENSORS; i ++) { / / f o r a l l s e n s o r d a t a
115 f o r ( j =0 ; j <3 ; j ++) {
116 IFG2&=~UCB0RXIFG ; / / c l e a r r e c e i v e f l a g becau se can be r a i s e d

from pu l s e measure
117 s e n d _ s p i _ b y t e (0 x00 ) ;
118 a c c e l e r om e t e r _ d a t a [LOW_BYTE] [ j ]= r e c e i v e _ s p i _ b y t e ( ) ;
119 wa i t ( 6 9 ) ; / / 69
120 s e n d _ s p i _ b y t e (0 x00 ) ;
121 a c c e l e r om e t e r _ d a t a [HIGH_BYTE ] [ j ]= r e c e i v e _ s p i _ b y t e ( ) ;
122 wa i t ( 6 9 ) ; / / 69
123 }
124 f o r ( j =0 ; j <3 ; j ++) {
125 IFG2&=~UCB0RXIFG ; / / c l e a r r e c e i v e f l a g becau se can be

r a i s e d from pu l s e measure
126 s e n d _ s p i _ b y t e (0 x00 ) ;
127 magne tome t e r_da t a [HIGH_BYTE ] [ j ]= r e c e i v e _ s p i _ b y t e ( ) ;
128 wa i t ( 6 9 ) ; / / 69
129 s e n d _ s p i _ b y t e (0 x00 ) ;
130 magne tome t e r_da t a [LOW_BYTE] [ j ]= r e c e i v e _ s p i _ b y t e ( ) ;
131 wa i t ( 6 9 ) ; / / 69
132 }
133 S e r i a l P a c k e t S t a r t ( i ) ;
134 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [HIGH_BYTE ] [XX] ) ; / / X

d a t a
135 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [LOW_BYTE] [XX] ) ; / / X

d a t a
136 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [HIGH_BYTE ] [YY] ) ; / / Y

d a t a
137 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [LOW_BYTE] [YY] ) ; / / Y

d a t a
138 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [HIGH_BYTE ] [ ZZ ] ) ; / / Z

d a t a
139 S e r i a l P a c k e t P u s hBy t e ( a c c e l e r om e t e r _ d a t a [LOW_BYTE] [ ZZ ] ) ; / / Z

d a t a
140

141 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [HIGH_BYTE ] [XX] ) ; / / X
d a t a

142 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [LOW_BYTE] [XX] ) ; / / X d a t a
143 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [HIGH_BYTE ] [ ZZ ] ) ; / / Y

d a t a (SWAPPING X AND Y DATA because r e g i s t e r s i n s e n s o r s X Z Y )
144 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [LOW_BYTE] [ ZZ ] ) ; / / X d a t a
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145 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [HIGH_BYTE ] [YY] ) ; / / Z
d a t a

146 S e r i a l P a c k e t P u s hBy t e ( magne tome t e r_da t a [LOW_BYTE] [YY] ) ; / / +X
da t a

147

148 Se r i a l P a c k e t E n d ( ) ;
149 }
150

151 / / send b a t t e r y s t a t u s p a ck e t ;
152 S e r i a l P a c k e t S t a r t (BATTERY_LVL_PACKET) ;
153 S e r i a l P a c k e t P u s hBy t e ( ( r aw _ b a t t e r y _ l e v e l & 0xFF00 ) >>8) ; / /

b a t t e r y l e v e l h igh by t e
154 S e r i a l P a c k e t P u s hBy t e ( r aw _ b a t t e r y _ l e v e l & 0x00FF ) ; / / b a t t e r y

l e v e l low by t e
155 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
156 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
157 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
158 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
159 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
160 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
161 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
162 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
163 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
164 S e r i a l P a c k e t P u s hBy t e ( 100 ) ;
165 Se r i a l P a c k e t E n d ( ) ;
166 }
167 }
168

169 vo id i n i t _ a l l ( ) {
170 / / i n i t c l k module
171 P2DIR | = BIT4 ;
172 P2OUT|= BIT4 ;
173 DCOCTL=CALDCO_16MHZ; / / SET DCO 16 MHZ and
174 BCSCTL1=CALBC1_16MHZ+XT2OFF ; / / XT2OFF , MCLK = 16 MHZ, SMCLK = 16 MHZ
175

176 / / c o n f i g u r e USCIB0 module SPI mode
177 UCB0CTL1=UCSWRST+UCSSEL_2 ; / / s t o p u s c i module , SMCLK c l k s ou r c e
178 UCB0CTL0=UCCKPL+UCMST+UCSYNC; / / CLK i n a c t i v e high , LSB , 3−wi re mode
179 UCB0BR0=0x25 ; / / 125 kHz SPI CLK
180 UCB0BR1=0x00 ;
181

182 / / i n i t u s c i u a r t
183 UCA0CTL1=UCSSEL_2+UCSWRST;
184 / / k on f i g u r e j am BAUD RATE GENERATOR
185 UCA0BR0=2;
186 UCA0MCTL=UCOS16+(2 < <4) +(3 < <1) ;
187 / / p o r t c o n f i g u r a t i o n
188 P1SEL | = ( BIT1+BIT2 ) ;
189 P1SEL2 | = ( BIT1+BIT2 ) ;
190 UCA0CTL1&=~UCSWRST; / / NODZESAM RESETU
191

192 / / s e t u p t ime r
193 TA1CTL=TASSEL_2+ID_3+TAIE ;
194 TA1CCR0=20000; / / t im e r TA1CCR0 i n t e r r u p t f r e qu en cy SMCLK/ ( 8 * 20000) =

100 Hz
195
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196 / / CONFIGURE ADC
197 ADC10CTL0=SREF_1+ADC10SHT_3+REF2_5V+REFON+ADC10ON+ADC10IE ; / / ! ! ! i n

main ( ) must e n ab l e c o nv e r s i o n
198 ADC10CTL1=SHS_2+ADC10DIV_7+ADC10SSEL_3+CONSEQ_2 ;
199 ADC10AE0=BIT0 ; / / ENABLE INPUT
200

201 / / ADC t ime r f o r c o nv e r s i o n c o n t r o l
202 TA0CTL=TASSEL_2+ID_3 ;
203 TA0CCR0=20000; / / t im e r TA1CCR1
204 TA0CCTL0=OUTMOD_4; / / t o g g l e mode t ime r o u t p u t f o r ADC conv e r s i o n

t im i ng
205 }
206 / / s e t s P2 . 2 f u n c t i o n t o GPIO ou t p u t
207 vo id se t_CLK_as_ou tpu t ( ) {
208 P1DIR | = BIT5 ; / / s e t P1 . 5 as o u t p u t
209 P1OUT|= BIT5 ;
210 P1SEL&=~BIT5 ; / / s e t P1 . 5 p i n as I /O p o r t
211 P1SEL2&=~BIT5 ; / / s e t P1 . 5 p i n as I /O p o r t
212 UCB0CTL1 | =UCSWRST;
213 }
214

215 / / s e t s P1 . 5 p i n f u n c t i o n t o SPI CLK
216 vo id set_CLK_as_CLK ( ) {
217 UCB0CTL1&=~UCSWRST;
218 P1SEL | = BIT5 ;
219 P1SEL2 | = BIT5 ;
220 }
221 / / s e t P1 . 7 as MISO
222 vo id se t_MISO_as_ou tpu t ( ) {
223 P1SEL&=~BIT6 ; / / s e t P1 . 7 p i n as GPIO
224 P1SEL2&=~BIT6 ; / / −−−−//−−−−−−−
225 P1DIR | = BIT6 ; / / s e t P1 . 7 as o u t p u t
226 }
227 vo id set_MISO_as_MISO ( ) {
228 P1SEL | = BIT6 ;
229 P1SEL2 | = BIT6 ;
230 }
231 vo id wa i t ( v o l a t i l e un s i gned i n t c y c l e s ) {
232 whi l e ( c y c l e s >0) {
233 cy c l e s −−;
234 }
235 }
236

237 / / f u n c t i o n d rop s P2 . 2 o u t p u t t o low f o r some t ime and s e t s back as h igh
238 / / i n t c y c l e s − d e t e rm i n e s how many wh i l e c y c l e s ho ld t h e OUTPUT low .
239 vo id sync ( v o l a t i l e i n t c y c l e s ) {
240 P1OUT&=~BIT5 ;
241 whi l e ( c y c l e s >0) {
242 cy c l e s −−;
243 }
244 P1OUT|= BIT5 ;
245 }
246

247 / / s end s one by t e v i a s p i
248 / / c h a r Data − i s d a t a by t e t o be t r a n sm i t t e d
249 vo id s e n d _ s p i _ b y t e ( ch a r Data ) {
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250 whi l e ( ! ( IFG2 & UCB0TXIFG) ) ; / / wa i t u n t i l t r a n sm i t f l a g i s r a i s e d
251 / / UCB0IFG&=~UCTXIFG ; / / c l e a r t r a n sm i t i n t e r r u p t f l a g
252 UCB0TXBUF=Data ; / / send by t e t h r ough i 2 c
253 }
254 / / r e c e i v e s one d a t a by t e from SPI
255 / / r e t u r n s r e c e i v e d by t e
256 cha r r e c e i v e _ s p i _ b y t e ( ) {
257 whi l e ( ! ( IFG2& UCB0RXIFG) ) ;
258 IFG2&=~UCB0RXIFG ;
259 r e t u r n UCB0RXBUF;
260 }
261

262 / /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−s e r i a l communica t ion module f u n c t i o n s
263 vo id SendBy t eToSe r i a l ( un s i gned cha r b i t ) {
264 whi l e ( ! ( IFG2 & UCA0TXIFG) ) ;
265 IFG2&=~UCA0TXIFG ;
266 UCA0TXBUF = b i t ;
267 }
268 / / s end s i n t e g e r v i a s e r i a l
269 vo id SendToSe r i a l ( i n t num) {
270 / / Send as number :
271 i n t MSB, LSB ;
272 MSB=(num>>8)&0xFF ;
273 LSB=(num&0xFF ) ;
274

275 SendBy t eToSe r i a l (MSB) ; / / send MSB
276 SendBy t eToSe r i a l (LSB) ; / / send MSB
277 }
278

279 vo id S e r i a l P a c k e t S t a r t ( c h a r t yp e ) { / / S t a r t s e nd i ng a s e r i a l p a c k e t w i th
g iven t ype ( must no t match FRAME or ESCAPE c o n s t a n t s )

280 SendBy t eToSe r i a l (PACKET_FRAME) ;
281 SendBy t eToSe r i a l ( t y p e ) ;
282 }
283

284 vo id S e r i a l P a c k e t P u s h I n t ( un s i gned i n t c o n t e n t ) { / / Send c o n t e n t s o f p a c k e t
t o s e r i a l

285 Se r i a l P a c k e t P u s hBy t e ( ( c o n t e n t & 0xFF00 ) >>8) ;
286 Se r i a l P a c k e t P u s hBy t e ( c o n t e n t & 0x00FF ) ;
287 }
288

289 / /
290 / /
291 / /
292 / /
293 / /
294 / /
295 / /
296 / /
297 / /
298 / /
299 / /
300 / /
301 / /
302

303
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304

305

306 vo id S e r i a l P a c k e t P u s hBy t e ( un s i gned cha r c o n t e n t ) { / / Send c o n t e n t s o f p a ck e t
t o s e r i a l

307 i f ( c o n t e n t == PACKET_FRAME) {
308 SendBy t eToSe r i a l (PACKET_ESCAPE) ;
309 SendBy t eToSe r i a l (0 x00 ) ;
310 } e l s e i f ( c o n t e n t == PACKET_ESCAPE) {
311 SendBy t eToSe r i a l (PACKET_ESCAPE) ;
312 SendBy t eToSe r i a l (0 x01 ) ;
313 } e l s e {
314 SendBy t eToSe r i a l ( c o n t e n t ) ;
315 }
316

317 }
318 vo id S e r i a l P a c k e t E n d ( ) { / / End s end i ng a s e r i a l p a c k e t
319 SendBy t eToSe r i a l (PACKET_FRAME) ;
320 }
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Appendix 5

Main Matlab code of shape reconstruction algorithm

1 %{
2 Main s c r i p t o f a c c e l e r ome t e r and magne tometer s h e e t r e c o n s t r u c t i o n
3 a l g o r i t hm . Segment r o t a t i o n u s i ng r o t a t i o n ma t r i x .
4 At i s Hermanis EDI
5 %}
6

7 c l e a r a l l ;
8 c l c ;
9

10 %#############################SETUP########################################
11

12 %load c a l i b r a t i o n _ d a t a
13 l o ad c a l i b r a t i o n _ d a t a 0 2 −Jun−2016_500_samples . mat
14

15 %Number o f s e n s o r s and r e f e r e n c e s e t u p :
16 n r_o f_ rows =9;
17 nr_o f_co lumns =7;
18 s t a r t _ c o l umn =3; %Re f e r enc e s e n s o r :
19 s t a r t _ r ow =4;
20

21 %De c l a r a t i o n o f segment c l a s s
22 segment ( n r_of_rows , n r_o f_co lumns ) = s e gmen t _ c l a s s ;
23 i n i t _ c r o s s _ p o i n t s =[0 0 1 ; 1 0 0 ; 0 0 −1 ; −1 0 0 ] ;
24

25 %Shee t model d e f i n i t i o n and c o n s t r u c t i o n
26 f o r rows =1 : 1 : n r_o f_ rows
27 f o r columns =1 : 1 : n r_o f_co lumns
28 XX( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 1 ) ;
29 YY( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 2 ) ;
30 ZZ( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 3 ) ;
31 CC( rows , columns ) =10;
32 end
33 end
34 model= s u r f (XX,YY, ZZ , CC) ;
35

36 s e t ( model , ’ F a c eL i g h t i n g ’ , ’ phong ’ , ’ FaceCo lo r ’ , ’ i n t e r p ’ , ’ Amb i en tS t r eng t h ’
, 0 . 5 )

37 l i g h t ( ’ P o s i t i o n ’ ,[−1 −1 1 ] , ’ S t y l e ’ , ’ i n f i n i t e ’ ) ;
38 x l a b e l ( ’X’ )
39 y l a b e l ( ’Y’ )
40 z l a b e l ( ’Z ’ )
41 a x i s ([−10 10 −10 10 −10 10 ] )
42 a x i s v i s 3d
43 r o t a t e 3 d on
44 g r i d on
45 ho ld on
46

47 %−−−−−−−−−−−−−pu s hbu t t o n t o t e rm i n a t e a p p l i c a t i o n on graph co rne r−−−−−−−−−
48 H = u i c o n t r o l ( ’ S t y l e ’ , ’ PushBut ton ’ , ’ S t r i n g ’ , ’ Break ’ , ’ Ca l l b a ck ’ , ’ d e l e t e (

gcb f ) ’ ) ;
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49

50 %−−−−−−−−−−−−−−Kalman f i l t e r Setup−−−−−−−−−−−−−
51 %Acce l e r ome t e r :
52 d e l t a _ a c c =1; %kalman DELTA

k o e f i c i e n t f o r a c c e l e r ome t e r d a t a
53 Q_acc =0 . 2 ; %kalman Q

k o e f i c i e n t f o r a c c e l e r ome t e r d a t a
54 P_xyz_acc=ones ( n r_o f_ rows * nr_of_co lumns , 3 ) ; %I n i t acc d a t a P

ga i n a r r a y
55 Ac cD a t a _ f i l t e r = z e r o s ( n r_o f_ rows * nr_of_co lumns , 3 ) ; %I n i t acc d a t a

f i l t e r e d ( p r eveou s ) v a l u e a r r a y
56

57 de l t a_magn= d e l t a _ a c c ; %kalman DELTA
k o e f i c i e n t f o r a c c e l e r ome t e r d a t a

58 Q_magn=Q_acc ; %kalman Q
k o e f i c i e n t f o r a c c e l e r ome t e r d a t a

59 P_xyz_magn=ones ( n r_o f_ rows * nr_of_co lumns , 3 ) ; %I n i t acc d a t a P
ga i n a r r a y

60 MagnDa t a _ f i l t e r = z e r o s ( n r_o f_ rows * nr_of_co lumns , 3 ) ; %I n i t acc d a t a
f i l t e r e d ( p r eveou s ) v a l u e a r r a y

61

62 %−−−−−−−−−−−SETUP PREALTERM SERVER−−−−−−−−−−−−−−−−−−−−−−−−−−−
63 [ h r e a l t e rm , f i l e I D ]= Rea l t e rm_open ( ’ 3 ’ ) ; %t h i s p r o v i d e s communica t ion wi th

B l u e t o o t h t h r ough v i r t u a l com po r t
64

65 %##########################Main c y c l e #####################################
66 whi l e ( i s h a n d l e (H) )
67

68 %GET DATA
69 [ acc , magn ]= getPureAccMagnData ( f i l e ID , 64) ; %re ad d a t a Acc /Magn d a t a

from incoming B l u e t o o t h b u f f e r
70

71 %CALIBRATE magne tomete r DATA
72 magn=MagnCa l i b r a t e (magn , magnOffse t s , l i n e a r ) ;
73

74 %FILTER DATA
75 [ acc , P_xyz_acc ]= k a l m a n _ f i l t e r ( acc , A c cDa t a _ f i l t e r , P_xyz_acc , Q_acc ,

d e l t a _ a c c ) ; %app ly kalman f i l t e r f o r a c c e l e r ome t e r d a t a
76 Ac cD a t a _ f i l t e r =acc ; %s t o r e f i l t e r e d v a l u e as p r e v i o u s f o r t h e

nex t i t e r a t i o n
77

78 [magn , P_xyz_magn ]= k a lm a n _ f i l t e r (magn , MagnDa t a_ f i l t e r , P_xyz_magn ,
Q_magn , de l t a_magn ) ; %app ly kalman f i l t e r f o r magne tomete r d a t a

79 MagnDa t a _ f i l t e r =magn ; %s t o r e f i l t e r e d v a l u e as p r e v i o u s f o r t h e
nex t i t e r a t i o n

80

81 %ARRANGE AXIS ( c o n v e r t s e n s o r r e f e r e n c e sys tem t o model r e f e r e n c e
sys tem )

82 [ AccData , MagnData ]= A r r a n g e _ s e n s o r _ a x i s ( acc , magn , n r_of_rows ,
n r_o f_co lumns ) ;

83

84 %ROTATE SEGMENTS
85 f o r rows =1 : 1 : n r_o f_ rows
86 f o r columns =1 : 1 : n r_o f_co lumns
87 Rro t= c a l c u l a t e _ R r o t ( squeeze ( AccData ( rows , columns , : ) ) ’ ,

s queeze ( MagnData ( rows , columns , : ) ) ’ ) ; %c a l c u l a t e t h e r o t a t i o n d a t a wi th
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TRIAD a l g o r i t hm
88 f o r k =1 : 1 : 2
89 segment ( rows , columns ) . c r o s s _ p o i n t s ( k , : ) =Rro t *

i n i t _ c r o s s _ p o i n t s ( k , : ) ’ ;
90 segment ( rows , columns ) . c r o s s _ p o i n t s ( k + 2 , : )=−segment ( rows ,

columns ) . c r o s s _ p o i n t s ( k , : ) ;
91 end
92 end
93 end
94

95 %−−−−−−−−−−−−SEGMENT LOCATION (CENTER) CALCULATION−−−−−−−−−−−−
96

97 %ALONG THE COLUMNS! ! ! !
98 %Refe r enc e row :
99 t o _ l e f t = s t a r t _ c o l umn ;
100 whi l e ( t o _ l e f t < n r_o f_co lumns )
101 t o _ l e f t = t o _ l e f t +1 ;
102 segment ( s t a r t _ r ow , t o _ l e f t ) . c e n t e r _ t emp=segment ( s t a r t _ r ow , t o _ l e f t

−1) . c e n t e r _ t emp+segment ( s t a r t _ r ow , t o _ l e f t −1) . c r o s s _ p o i n t s ( 4 , : ) + segment (
s t a r t _ r ow , t o _ l e f t ) . c r o s s _ p o i n t s ( 4 , : ) ;

103 end
104

105 t o _ r i g h t = s t a r t _ c o l umn ;
106 whi l e ( t o _ r i g h t >1)
107 t o _ r i g h t = t o _ r i g h t −1;
108 segment ( s t a r t _ r ow , t o _ r i g h t ) . c e n t e r _ t emp=segment ( s t a r t _ r ow ,

t o _ r i g h t +1) . c e n t e r _ t emp+segment ( s t a r t _ r ow , t o _ r i g h t +1) . c r o s s _ p o i n t s ( 2 , : )
+ segment ( s t a r t _ r ow , t o _ r i g h t ) . c r o s s _ p o i n t s ( 2 , : ) ;

109 end
110

111 %Other segment s :
112 f o r columns =1 : 1 : n r_o f_co lumns
113 t o_bo t t om= s t a r t _ r ow ;
114 whi l e ( to_bo t tom >1) %c a l c u l a t e each row one

by one i n down d i r e c t i o n
115 t o_bo t t om= to_bo t tom −1;
116 segment ( to_bo t tom , columns ) . c e n t e r _ t emp=segment ( t o_bo t t om +1 ,

columns ) . c e n t e r _ t emp+segment ( t o_bo t t om +1 , columns ) . c r o s s _ p o i n t s ( 3 , : ) +
segment ( to_bo t tom , columns ) . c r o s s _ p o i n t s ( 3 , : ) ;

117 end
118

119 t o _ t o p = s t a r t _ r ow ;
120 whi l e ( t o_ t op <nr_o f_ rows ) %c a l c u l a t e each

row one by one i n up d i r e c t i o n
121 t o _ t o p = t o _ t o p +1;
122 segment ( t o_ top , columns ) . c e n t e r _ t emp=segment ( t o_ t op −1, columns )

. c e n t e r _ t emp+segment ( t o_ t op −1, columns ) . c r o s s _ p o i n t s ( 1 , : ) + segment ( t o_ t op
, columns ) . c r o s s _ p o i n t s ( 1 , : ) ;

123 end
124 end
125

126 %ALONG THE ROWS! ! ! !
127 %Refe r enc e column :
128 t o_bo t t om= s t a r t _ r ow ;
129 whi l e ( to_bo t tom >1) %c a l c u l a t e each column one

by one i n down d i r e c t i o n
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130 t o_bo t t om= to_bo t tom −1;
131 segment ( to_bo t tom , s t a r t _ c o l umn ) . c e n t e r =segment ( t o_bo t t om +1 ,

s t a r t _ c o l umn ) . c e n t e r +segment ( t o_bo t t om +1 , s t a r t _ c o l umn ) . c r o s s _ p o i n t s
( 3 , : ) + segment ( to_bo t tom , s t a r t _ c o l umn ) . c r o s s _ p o i n t s ( 3 , : ) ;

132 end
133

134 t o _ t o p = s t a r t _ r ow ;
135 whi l e ( t o_ t op <nr_o f_ rows ) %c a l c u l a t e each

column one by one i n up d i r e c t i o n
136 t o _ t o p = t o _ t o p +1;
137 segment ( t o_ top , s t a r t _ c o l umn ) . c e n t e r =segment ( t o_ t op −1, s t a r t _ c o l umn

) . c e n t e r +segment ( t o_ t op −1, s t a r t _ c o l umn ) . c r o s s _ p o i n t s ( 1 , : ) + segment (
t o_ t op , s t a r t _ c o l umn ) . c r o s s _ p o i n t s ( 1 , : ) ;

138 end
139

140

141 %Other segment s :
142 f o r rows =1 : 1 : n r_o f_ rows
143 t o _ l e f t = s t a r t _ c o l umn ;
144 whi l e ( t o _ l e f t < n r_o f_co lumns )
145 t o _ l e f t = t o _ l e f t +1 ;
146 segment ( rows , t o _ l e f t ) . c e n t e r =segment ( rows , t o _ l e f t −1) . c e n t e r +

segment ( rows , t o _ l e f t −1) . c r o s s _ p o i n t s ( 4 , : ) + segment ( rows , t o _ l e f t ) .
c r o s s _ p o i n t s ( 4 , : ) ;

147 end
148

149 t o _ r i g h t = s t a r t _ c o l umn ;
150 whi l e ( t o _ r i g h t >1)
151 t o _ r i g h t = t o _ r i g h t −1;
152 segment ( rows , t o _ r i g h t ) . c e n t e r =segment ( rows , t o _ r i g h t +1) . c e n t e r

+segment ( rows , t o _ r i g h t +1) . c r o s s _ p o i n t s ( 2 , : ) + segment ( rows , t o _ r i g h t ) .
c r o s s _ p o i n t s ( 2 , : ) ;

153 end
154

155 end
156

157 %Obta in c e n t e r a s t h e ava r ag e o f two methods
158 f o r rows =1 : 1 : n r_o f_ rows
159 f o r columns =1 : 1 : n r_o f_co lumns
160 segment ( rows , columns ) . c e n t e r =( segment ( rows , columns ) . c e n t e r +

segment ( rows , columns ) . c e n t e r _ t emp ) / 2 ;
161 end
162 end
163

164 %Prep a r e d a t a f o r model upda t e
165 f o r rows =1 : 1 : n r_o f_ rows
166 f o r columns =1 : 1 : n r_o f_co lumns
167 XX( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 1 ) ;
168 YY( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 2 ) ;
169 ZZ( rows , columns ) =segment ( rows , columns ) . c e n t e r ( 3 ) ;
170 end
171 end
172

173 s e t ( model , ’XData ’ ,XX) ;
174 s e t ( model , ’YData ’ ,YY) ;
175 s e t ( model , ’ ZData ’ ,ZZ) ;
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176

177 drawnow %r e f r e s h model
178 end
179 Rea l t e rm_c l o s e ( h r e a l t e rm , f i l e I D ) ; %c l o s e r e a l t e rm s e r v e r
180

181 c l a s s d e f s e gmen t _ c l a s s
182 %segmen t _ c l a s s e n c a p s u l a t e s a l l d a t a and p r o p e r t i e s o f s u r f a c e segment s
183 % De t a i l e d e x p l a n a t i o n goes he r e
184

185 p r o p e r t i e s
186 c r o s s _ p o i n t s =[0 0 1 ; 1 0 0 ; 0 0 −1 ; −1 0 0 ] ; %segmentu

apz ime jo so k r u s t u g a l a p u n k t i
187 %

1
188 %

4−+−2
189 %

3
190 c en t e r _ t emp= z e r o s ( 1 , 3 ) ;
191 c e n t e r = z e r o s ( 1 , 3 ) ;
192 end
193

194 end
195

196 %Imp l emen t a t i o n o f TRIAD a l g o r i t hm
197 f u n c t i o n [ Rro t ] = c a l c u l a t e _ R r o t ( Acc_data , Magn_data )
198 ba=Acc_da ta / norm ( Acc_da ta ) ;
199 bm=Magn_data / norm ( Magn_data ) ;
200

201 Eg=[0 0 1 ] ;
202 Em=[0 .4472 0 −0 .8944] ;
203

204 s1=Eg ;
205 s2= c r o s s ( Eg , Em) / norm ( c r o s s ( Eg , Em) ) ;
206 s3= c r o s s ( s1 , s2 ) ;
207

208 r1=ba ;
209 r2= c r o s s ( ba , bm) / norm ( c r o s s ( ba , bm) ) ;
210 r3= c r o s s ( r1 , r2 ) ;
211

212 Mmea=[ r1 ’ , r2 ’ , r3 ’ ] ;
213 Mref =[ s1 ’ , s2 ’ , s3 ’ ] ;
214

215 Rro t=Mref* t r a n s p o s e (Mmea) ;
216 end
217

218 f u n c t i o n [ a cc_da t a , magn_data ] = A r r a n g e _ s e n s o r _ a x i s ( acc , magn , rows ,
columns )

219 %Ar r a n g e _ s e n s o r _ a x i s used t o v i r t u a l l y a l i g n s e n s o r p h i s i c a l o r i e n t a t i o n
220 %wi th s e n s o r o r i e n t a t i o n i n 3D model
221 %r e t u r n s 2d a r r a y s where each e l emen t i s v e c t o r wi th xyz s e n s o r d a t a .
222 f o r i =1 : columns
223 f o r j =1 : rows
224 i f rem ( i , 2 ) ~=0
225 a c c_ i ndex =( rows* ( i −1)+ j ) ;
226 a c c _d a t a ( j , i , 1 ) =acc ( acc_ index , 1 ) ; % X da t a
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227 a c c _d a t a ( j , i , 2 ) =acc ( acc_ index , 3 ) ; % Y da t a
228 a c c _d a t a ( j , i , 3 ) =−acc ( acc_ index , 2 ) ; % Z da t a
229 magn_data ( j , i , 1 ) =magn ( acc_ index , 1 ) ; % X da t a
230 magn_data ( j , i , 2 ) =magn ( acc_ index , 3 ) ; % Y da t a
231 magn_data ( j , i , 3 ) =−magn ( acc_ index , 2 ) ; % Z da t a
232 e l s e
233 a c c_ i ndex=rows* i −( j −1) ;
234 a c c _d a t a ( j , i , 1 ) =−acc ( acc_ index , 1 ) ; % X da t a
235 a c c _d a t a ( j , i , 2 ) =acc ( acc_ index , 3 ) ; % Y da t a
236 a c c _d a t a ( j , i , 3 ) =acc ( acc_ index , 2 ) ; % z d a t a
237 magn_data ( j , i , 1 ) =−magn ( acc_ index , 1 ) ; % X da t a
238 magn_data ( j , i , 2 ) =magn ( acc_ index , 3 ) ; % Y da t a
239 magn_data ( j , i , 3 ) =magn ( acc_ index , 2 ) ; % Z da t a
240 end
241 end
242 end
243 end
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