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GENERAL DESCRIPTION OF THE THESIS 

Topicality of the Research 

Development Trends. Rapid development of the telecommunications industry has 
contributed to online services and network convergence, where the Internet Protocol based data 
transmission has become a basis for modern communication systems and is known as 
Everything over IP. The desire to increase the living comfort and automation of various 
functions contribute to new Internet online services and each of these services attracts new 
users, increases the total amount of data and increases the number of data streams to be served. 
At present, information technology is used in every area of our lives, by increasing a number 
of new services and devices connected to the Internet. As a result, development trend known as 
the Internet of Things (IoT) has evolved where machine-to-machine (M2M) communication is 
one of fast-growing sectors [2] (see Fig. 1). It should be noted that every new thing connected 
to the Internet is a new potential data generating source. 

According to forecasts presented by Cisco, in 2019 there will be around 11 billion Internet 
connected wireless devices, in contrast to 7.3 billion in 2014, which represents an increase of 
50 % (see Fig. 2). According to the latest forecast by Cisco, about 33 % of all global Internet 
traffic will be generated by different types of mobile wireless devices and only 66 % will be 
fixed Internet traffic from wired devices in 2019 [2], but over the next 5 years traffic generated 
by mobile wireless devices will increase 3 times between 2015 and 2020 [7]. These growth 
rates and new services raise challenges for traffic management by increasing a number of 
connections to be processed in the access control module. 
 

 
Time Scale. In a modern backbone network, a number of new connections processed by 

edge nodes are measured in tens to hundreds of thousands per second [65], [66]. High intensity 
of new connection requests requires access management solutions to operate in the time scale 
of tens microseconds to few milliseconds (see Fig. 3). It is also highlighted by the research that 
the lifetime of 80 % of flows is no longer than few seconds and the flows contain only up to 
few tens of packets [19], [34], [47], [56], [65]. 

 

Fig. 2. Cisco VNI forecast for global 
mobile data traffic growth rate [6]. 

Fig. 1. Cisco VNI forecast for IP M2M 
connections growth rate [2]. 
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Fig. 3. Timescale for traffic control and management plane. 

 
Service Differentiation. By its nature, the main task of the resource and admission control 

functions (RACF) is the efficient distribution of available resources and maximizing the 
benefits from allocated resources, while ensuring the appropriate SLA requirements for the 
recipients. Various online services and applications have resulted in service differentiation at 
the access level and priority-based admission management policy, especially in situations 
characterized by a lack of bandwidth resources. Often, higher quality requirements are related 
to a higher price of service. Priority-based access control policy requires making selective 
connection approval that needs mutual evaluation and comparison of new connection requests 
at the moment of decision making. However, to implement comparative and priority-based 
admission management it is necessary to change one common characteristic in existing 
approaches – all of them process new connection requests in order of their arrival and the CAC 
decisions are taken immediately without the ability of mutual choice among closely following 
requests, which prevent the implementation of a priority-based strategy. Therefore, a critical 
question arises: What kind of data flows will be accepted in moments, when there is a lack of 
bandwidth resources? 

ITU-T. The International Telecomunication Union – Telecomunication Standardization 
Sector (ITU-T) has also analysed and developed recommendations [21], [22], which specify a 
general architecture, interfaces (reference points), requirements and main tasks for the resource 
and admission control functions (RACF) in next generation networks (NGN). ITU-T Rec. 
Y.2171 defines admission management as a set of actions/policies taken by the network at 
session set-up phase in order to accept or reject a service based on requested performance and 
priority criteria and the availability of necessary resources. The number of priorities and 
management policy configuration are predefined by network operators. However, these 
recommendations are provided as guidelines only, but certain RACF functional realizations are 
left for network providers, equipment and software developers to decide. 

Topicality of the Problem. Everything described above allows to formulate the problem. 
The existing access control solutions immediately react to a new connection request. It forms a 
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sequential and independent admission request processing strategy in order of their arrival and 
this processing manner does not allow implementing the mutually comparative, priority-based 
and pro-active admission management policy by analysing several admission requests 
simultaneously during the decision-making process. There are several properties that do not 
support the existing admission management solutions: 

 a lack of ability to perform selective and priority-based management; 
 a lack of ability to accumulate requests for further analysis; 
 a lack of comparative evaluation among closely following requests; 
 a lack of capacity to avoid independent and instantaneous decision-making process; 
 a lack of pro-active decision-making approach. 
 
In addition, sequential, instantaneous and mutual non-comparative flow processing manner 

promotes that each priority class tends to get the same rejection probability without contributing 
to priority-based access decision-making. The question then arises: “How to expand choice 
opportunities and reduce uncertain information conditions to make selective and prioritized 
decision-making and increase the benefits from decisions made and data flows accepted?”. 

All the above-mentioned problems motivated the author to address this issue and resulted 
in this Doctoral Thesis. The Thesis is devoted to the development of new access control method 
and evaluation. The task implied creating an effective solution from the perspective of 
computing resources suitable for the use in modern high-speed data networks and implementing 
pro-active, selective and priority-based admission management. 

The Aim and Tasks of the Research 

Taking into account the new requirements for the modern telecommunications networks 
and problems mentioned above, the aim of the Doctoral Thesis is to develop a new connection 
admission management agent and solution, which is able to provide cross-evaluation of several 
admission requests, thus expanding the decision-making capabilities by enabling selective, 
priority-based and pro-active admission management, ensuring an increase in network revenue 
from the accepted connections.  
 

To achieve the aim of the Doctoral Thesis the following tasks have been defined: 
1. to estimate the suitability of existing resources and admission management methods and 

solutions to admission management task by highlighting their shortcomings; 
2. to determine the characteristics and current trends in today’s data flows and their created 

challenges in the network management plane; 
3. to define a new admission management method, which would be the basis for the 

development of an experimental AggSessAC model; 
4. to develop programmatic agents for the defined admission management method that can 

be implemented in routers by extending their functionality; 
5. to supplement router functionality available in the INET framework with the 

AggSessAC programmatic agent designed by the author, creating an experimental 
prototype for evaluation in the OMNeT++ simulation environment; 
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6. to develop an experimental network simulation environment, to analyse the proposed 
method and to evaluate its effectiveness in comparison with admission management 
method that uses the classical approach for processing a new connection request; 

7. to determine the impact of AggSessAC method parameters on the achieved results, to 
make recommendations for parameter selection bounds and adaptation capabilities. 

Research Methodology 

In the Doctoral Thesis, the extensive analysis of Internet data flows has been performed 
based on the experimental measurement results obtained by the author, and the obtained 
conclusions have been compared with results of other existing studies. A comprehensive 
analysis of Internet data flows from different perspectives – packets, flow and protocol – has 
allowed justifying the topicality of research and served as the basis for the development of new 
approach for admission management.  

Mathematical modelling in MATLAB has been performed to evaluate an initial concept of 
designed admission management. 

An experimental prototype of the proposed admission management method has been tested 
on router available in the INET framework by creating an experimental prototype for evaluation 
in the OMNeT++ simulation environment. Simulation experiments have been performed to 
analyse the developed admission management operation, the parameters have been assessed 
and the effectiveness of AggSessAC metdod has been compared with a classical request 
processing approach. 

Statistical methods for analysis of traffic measurement and simulation results have been 
used in the research. 

The Results and Scientific Novelty of the Research  

The author of the Thesis has developed a new connection admission management method 
and solution for high-speed NGN networks. In the Thesis, a new management functional agent 
has been developed and named AggSessAC (Aggregated Session Admission Control) by 
creating an experimental product and performing its evaluation. 

Taking into account the increasing volume of traffic, growing number of data flows and 
router performance development, the author proposes performing temporary accumulation of 
new connection requests prior to decision-making by directing new session initialization 
packets to a separate queue. Such an action allows making decisions a pro-active, priority as 
well as making mutual comparison among the collected requests, thus raising the obtained 
revenues from decisions taken. As far as it is known for the author of the Thesis, such an 
approach to resource and admission management was not previously studied.  

The concept of the proposed method includes (see Fig. 4) flow classification, keeping flow-
state table, aggregation of new connection requests and placing them on a separate queue. New 
connection request aggregation allows bringing the virtualization of parallel processing into 
connection admission management and reducing uncertain conditions at the moment of 
decision-making process. In the Thesis, an admission request represents the packets that 
belong to a new single data flow (session) received by an admission management entity. It 
should be clarified that the terms used in the Thesis such as “admission request”, “new 
connection request” and “new flow request” are used as synonyms. 
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Fig. 4. New connection processing paradigm proposed in the Thesis 

(request aggregation allows using the virtualization of parallel processing). 

Practical Value of the Research 

 A new resource and admission management has been developed and an experimental 
model for verification and validation of the proposed method has been implemented; 

 The functional programmatic agent of the proposed method has been developed using 
C++ programming language by allowing one to extend router functionality; 

 During the research the proposed admission management method has been implemented 
on router available in the INET framework by creating an experimental prototype used 
for the evaluation in the OMNeT++ simulation environment and in other studies carried 
out by students and researchers. 

The Thesis to be Defended 

1. With an increasing data flow intensity (new flow/s), which in the Next Generation 
Networks has already been measured with a magnitude of 103or higher, and to 
implement the access management policy requirements, decision-making on new 
connections can be made by inducing a delay for new session initializations, as a result, 
if compared with existing access management solutions, at the time of decision-making, 
the set of accumulated sessions is analysed, allowing for a more selective choice 
according to the accumulated number of requests, thus reducing uncertainty in the 
decision-making moment.  

2. AggSessAC access management method increases the number of flow connections with 
the highest priorities, ensuring the fulfillment of the management policy requirements 
with regard to the service priority levels and increasing access management efficiency. 

3. The developed AggSessAC access management method, which is based on artificial 
short-term decision-making process delay (used for new connection request 
accumulation), is suitable for use in the on-line high-speed (gigabit) transmission links, 
ensuring that the induced session initialization delay does not affect the quality of the 
already approved data flows and does not exceed a margin of a few (<5) ms. 
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Approbation of Research Results 

The main results of the Thesis have been presented at 8 international scientific conferences. 
1. The 20th IEEE Symposium on Computers and Communications (ISCC 2015), Larnaca, 

Cyprus, 6–9 July 2015. 
2. The 29th IEEE International Conference on Advanced Information Networking and 

Applications (AINA-2015), Gwangju, Korea, 25–27 March 2015 
3. The 22nd Telecommunications Forum TELFOR 2014, Belgrade, Serbia, 25–

27 November 2014. 
4. IET International Conference on Information and Communications Technologies 

(IETICT 2013), Beijing, China, 27–29 April 2013. 
5. Electronics and Electrical Engineering, Lithuania, Palanga, 17–19 June 2013. 
6. The 20th International Conference on Software, Telecommunications and Computer 

Networks (SoftCOM 2012), Split, Croatia, 11–13 September 2012. 
7. Electronics and Electrical Engineering, Lithuania, Palanga, 18–20 June 2012. 
8. Electronics and Electrical Engineering, Lithuania, Kauna, 17–19 May 2011. 

 
A total of 11 scientific articles have been published in various scientific editions –  

4 publications in scientific journals and 7 publications in full-text conference proceedings: 
1. Skrastiņš A., Jeļinskis J., Lauks G., Comprehensive analysis of AggSessAC method 

for revenue maximization using OMNeT++// The Twentieth IEEE Symposium on 
Computers and Communications (ISCC 2015), Larnaca, Cyprus, July, 2015, pp. 777–
782. (in IEEE Xplore and Scopus databases) 

2. Skrastiņš A., Lauks G. Evaluation of AggSessAC Admission Control Solution to 
Improve Network Revenue // 29th IEEE International Conference on Advanced 
Information Networking and Applications (AINA-2015), Gwangju, Korea, March, 2015, 
pp. 23–28. (in IEEE Xplore and Scopus databases) 

3. Skrastiņš A. Admission Control Scheme for Effective Revenue Management in NGN 
Networks // 22nd Telecommunications Forum TELFOR 2014, Belgrade, Serbia, 
November, 2014, pp. 174–177. (in IEEE Xplore and Scopus databases) 

4. Skrastiņš A., Jeļinskis J., Lauks G. Evaluation of New Approach for Fair Downlink 
Bandwidth Distribution in TCP/IP Networks // IET International Conference on 
Information and Communications Technologies (IETICT 2013), Beijing, China, April, 
2013, pp. 117–123. (in IEEE Xplore database) 

5. Skrastiņš A., Jeļinskis J., Lauks G. Fair Bandwidth Sharing Scheme based on Upload 
Traffic Control // Electronics and Electrical Engineering No. 20(1) ISSN 1392-1215, 
Electronics and Electrical Engineering, Lithuania, Palanga, June, 2013, pp. 96–99.  
(in Scopus database) 

6. Skrastiņš A., Jeļinskis J., Lauks G. Evaluation of Selective Aggregated Session CAC 
for QoS Provisioning in All-Optical Networks // The 20th International Conference on 
Software, Telecommunications and Computer Networks (SoftCOM 2012), Split, 
Croatia, September, 2012, pp. 1–5. (in IEEE Xplore and Scopus databases) 

7. Skrastiņš A., Jeļinskis J., Lauks G. Selective Aggregated Session Control with QoS 
Provisioning for GMPLS Networks // Electronics and Electrical Engineering No. 122(6) 
ISSN 1392-1215, Electronics and Electrical Lithuania, Palanga, June, 2012, pp. 75–78. 
(in Scopus database) 
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8. Lauks G., Skrastiņš A., Jeļinskis J. Testing the Null Hypothesis of Stationarity of 
Internet Traffic // Electronics and Electrical Engineering No. 112(6) ISSN 1392-1215, 
Electronics and Electrical Engineering, Lithuania, Kauna, May, 2011, pp. 29–32.  
(in Scopus database) 

9. Jeļinskis J., Skrastiņš A., Lauks G. Practical Fuzzy-CAC Realization for Effective 
Traffic Engineering in MPLS-TE Network // Electronics and Electrical Engineering  
No. 110(4), ISSN 1392-1215, Electronics and Electrical Engineering, Lithuania, Kauna, 
May, 2011, pp. 30–34. (in Scopus database) 

10. Jeļinskis J., Skrastiņš A., Lauks G. Fuzzy-CAC Driven MPLS-TE Realization //  
12th IEEE International Conference on High Performance Switching and Routing, 
Spain, Cartagena, July, 2011, pp. 146–150. (in IEEE Xplore and Scopus databases) 

11. Jeļinskis J., Skrastiņš A., Lauks G. Fuzzy-CAC based Traffic Management in MPLS-
TE Networks //11th International Conference on Telecommunications, ConTEL 2011, 
Graz, Austria, June, 2011, pp. 389–395. (in IEEE Xplore and Scopus databases) 

The results of the Doctoral Thesis have been applied in three research projects: 

1. “Design of High Speed Optical Access Networks and Elements” Project No.: 2010/ 
0270/2DP/2.1.1.1.0/10/APIA/VIAA/002. 

2. “Smart City Technologies for Human Lives Improvements”, Project No.: 2013/0008/ 
1DP/1.1.1.2.0/13/APIA/VIAA/016. 

3. “Applications of Mathematical Structures Based on Fuzzy Logic Principles in the 
Development of Telecommunication Network Design and Resource Control 
Technologies”, Project No.:2013/0024/1DP/1.1.1.2.0/13/APIA/VIAA/045. 

The Scope and Structure of the Doctoral Thesis 

The volume of the Thesis is 162 pages. The thesis consists of an introduction, list of 
abbreviations, 4 chapters, conclusions and bibliography. 

The introduction contains a brief review of modern network problems and highlights the 
topicality of the performed research as well as states the aim and tasks of the Thesis. 

The first chapter of the Thesis is dedicated to a brief analysis of the traffic management 
solutions as well as review of existing access management solutions is performed and their 
classifications are obtained. The chapter includes an overview of ITU-T recommendations and 
their proposed guidelines for resource and admission control in NGN networks. Possible 
solutions such as the developed AggSessAC method compatible with the QoS assurance 
approaches are analysed to create an admission control solution suitable for modern high-speed 
(gigabit) networks. 

The second chapter considers the requirements of a modern high-speed data network for 
admission management solutions. This chapter includes a comprehensive Internet traffic 
analysis from the data flow perspective, assessing flow intensity, flow volume, flow duration, 
packet size and number of packets per flow as well as inter-arrival distribution in cross-section 
of different communication protocols. It also analyses the flow types that dominate in the 
current Internet data networks. Based on the Internet traffic analysis results and conclusions 
regarding the number of the processed flows, the analysis of flow classification performance is 
performed. Flow classifier ability to work in online regime on high-speed data links with 
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throughput ≥1 Gbps is also estimated. Conclusions drawn in this chapter outline the current 
situation in the Internet and the requirements for access management as well as justify the 
necessity of the developed AggSessAC method in modern high-speed data networks.  

The third chapter is devoted to AggSessAC agent and solution development. The 
AggSessAC functional block (agent) is implemented, as well as agent parameters and selection 
are defined. AggSessAC functional agent is implemented in OMNeT++ environment by 
extending the functionality of router available in the INET framework with the developed 
admission management approach. 

The fourth chapter is devoted to simulation experiments for the evaluation of the 
developed AggSessAC admission management in the OMNeT++ simulation environment. 
Verification and validation of AggSessAC functional block is performed. Experimental 
network scheme contains a router, the functionality of which is supplemented by the developed 
AggSessAC functional block. The chapter provides the estimation of AggSessAC parameters 
and their impact on the overall efficiency under different input traffic and different number of 
priority levels.  

In the conclusion, the main results of the research are presented. 

DETAILED DESCRIPTION OF THE RESEARCH 

Chapter 1 

The first chapter is devoted to the analysis of the resource and admission management 
solutions, as well as contains discussion of the recommendations and describes criteria to be 
taken into account when planning new connection admission management implementation. The 
chapter presents the research results related to bandwidth management and QoS enforcement 
capabilities. The forecasting method opportunities for expansion of knowledge base at the 
moment of decision making are evaluated as well. Access management is one of the elements 
of resources and data flow management, which allows managing and organizing resource 
distribution in situations characterized by a lack of available resources. When planning the 
development of admission management solutions, it is necessary to take into account a number 
of different sub-tasks, including packet/flow classification, queuing, available resource 
monitoring, resource sharing and other tasks, where coordinated management of these sub-tasks 
can lead to the desired result. It should be mentioned that the ITU-T has developed 
recommendations for resource and admission management in the NGN networks. 
Recommendation Y.2111 provides a general resource and admission management functions 
(RACF) and structure consisting of functional blocks, while Y.2171 defines the criteria and 
guidelines, which should be followed making a priority-based admission decision: 

 three basic criteria to be considered in decision-making moment: 
 required performance criteria (throughput, delays, etc.); 
 priority; 
 actual availability of resources. 

 traffic with higher priority level receives higher assurance for admission; 
 priority levels are not directly dependent on the transport layer metrics, which is defined 

in QoS classes of ITU-T Rec. Y.1541, and each network operator may adopt additional 
priority levels; 

 number of priorities is not limited and may be extended in the future. 
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When planning the development of access control method, it has been designed to ensure: 
 selective, priority-based and pro-active decision-making process; 
 high performance and compatibility with modern traffic engineering solutions to ensure 

proper QoS levels. 
 
The Thesis briefly describes two standardized QoS assurance approaches: 
 integrated services (IntServ); 
 differentiated services (DiffServ). 
 
These two solutions exist as the basis for traffic management solutions for packet networks 

[3], [60]. 
Integrated services work on a flow-level and use the end-to-end resource reservation. 

Current IntServ solutions assume a stateful network, in which each router maintains per-flow 
state information to keep track of each flow, but it also creates resource tracking and reservation 
problems in the network with high data flow intensity [1], [14]. High data flow intensity 
requires resource reservation done quickly, but end-to-end resource reservation takes time to 
clarify the availability of necessary end-to-end resources, and it also limits the method 
implementation for use on individual data flows (sessions) in high-speed data networks.  

Unlike IntServ solution, the DiffServ operates at the packet-level by making a decision 
independently based on Per-Hop Behavior (PHB) packet forwarding treatment at the edge of 
the network. PHB management uses the packet labeling that determines service priority of a 
particular packet. In a DiffServ case, the end-to-end QoS provision will depend on the 
congested point in the network, thus providing only relative QoS guarantees, where some traffic 
classes will have relatively better QoS than other classes without specifying any quantitative 
QoS guarantees. To address these problems, a number of studies have been performed to 
combine both packet-level and flow-aware networking in order to meet end-to-end data flow 
QoS guarantees (see [28] [43] [46], [49]). 

According to ITU-T Rec.Y.2111, it is possible to distinguish two kinds of QoS provision 
types [22]: 

1. Absolute QoS – management is based on QoS parameters (packet delay, jitter, packet 
loss, etc.), and/or resource reservation and provides quantitative guarantees. 

2. Relative QoS – management is based on the priority packet processing applied when it 
is difficult to provide absolute QoS guarantees in complicated networks. 

 
Absolute QoS guarantees can provide two basic solutions:  
1. Resource reservation – IntServ principle, the main drawback of which is performance 

problems on high-speed networks. 
2. Bandwidth monitoring/management – it is used to maintain link utilization within pre-

defined limits preventing completely filling up the bandwidth of link. Efficiency of 
bandwidth management can be increased by using it in conjunction with the appropriate 
admission management that select data flows to fill the available bandwidth. In the 
Thesis, AggSessAC admission management method is designed for use together with 
the following solution. 
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The Thesis also contains a short analysis of existing admission management solutions. 
According to operational approaches aimed to ensure QoS, the existing admission management 
solutions can be divided into 2 groups: 

1. Measurement-based admission control (MBAC) solutions; 
2. Parameter-based admission control (PBAC) solutions. 
 
In MBAC case, channel QoS parameter measurement results are used while making 

admission decisions.  
Two types of measurements can be identified [59]: 
1. passive measurements – performed by the buffer size analysis to determine the network 

QoS parameters and the fact that there is correlation among buffer size, link utilization 
and packet loss;  

2. active measurements – performed by injecting probes to determine the end-to-end 
performance at a given moment (delay, jitter, packet loss). 

 
At the session level of MBAC implementation for each new connection request, it can 

cause significant performance problems and limit the use of such methods with high-speed 
gigabit networks. In this case, measurement acquisition speed becomes very important. 
Therefore, there is always the issue of the measurement frequency – too rare measurements 
may not reflect the true situation in a network at the decision-making moment, while frequent 
measurements illustrate the actual situation more accurately; however, they require more 
bandwidth and computational resources. 

Two types of PBAC solutions can be designated with resource reservation and without. 
The benefit of PBAC solutions with the resource reservation is an ability to provide strong QoS 
guarantees. In turn, for PBAC solutions only based on the bandwidth control and management 
of outbound link, the key benefits are their relatively simple implementation and high 
performance; therefore, they are more suitable for the implementation of the online mode. 
However, with bursty traffic, the PBAC solution makes it difficult to maintain adequate 
bandwidth implementation of outbound link – a too high traffic load will make it difficult to 
ensure QoS requirements, while a too low load will lead to inefficient use of resources. 
Description of MBAC and PBAC principles can be found in scientific papers (see, e.g., [5], 
[15], [23], [24], [32], [33], [38], [41], [50], [64]). 

In addition to QoS provision capabilities, which are organized through the admission 
management method, the author of the Thesis has conducted research on the fuzzy logic based 
admission control for MPLS-TE networks [25], [26], [27]. In these studies, on the basis of 
individual flow control in the online mode, necessary resources have been reserved by using 
RSVP-TE protocol, as result, the dynamic MPLS-TE channel traffic control has been obtained 
demonstrating the trade-off between channel utilization and provision of QoS guarantees. These 
studies have demonstrated that it is possible to fulfill QoS requirements by maintaining the 
channel bandwidth load below a certain limit (< 85 %) and leaving a place for traffic bursts. 
Thus, it can be concluded that the control and maintenance of permitted bandwidth utilization 
threshold simplifies admission management, avoiding time-consuming and frequent QoS 
parameter measurements such as packet end-to-end delay by enabling one to build a high-
performance solution. It also reduces the necessary computing resources that are particularly 
important for developing session-level admission management at high intensity of a new 
admission request. In order to increase an efficient use of resources, such solutions can be 
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supplemented with dynamic bandwidth utilization threshold maintenance, using previously 
mentioned fuzzy-logic; however, they will be more resource demanding. This type of approach, 
in principle, provides a possibility to maintain a “buffer zone” for traffic bursts in order to fulfill 
QoS requirements and in combination with traffic engineering solutions can increase the 
efficient use of resources, such as MPLS-TE. 

The authors in studies [54], [55] underline the MPLS layer as one of the potentially suitable 
location for deployment of admission management scheme in the backbone networks, where 
MPLS-TE tunnel capabilities help ensure end-to-end QoS guarantees within a core network 
with multiple traffic classes. 

A similar approach has been analysed in the research [4] where traffic allocation among 
MPLS-TE tunnels is organized on a packet-level using DiffServ, but the desire of the author of 
the Thesis is to transform this principle to the flow-level management. It requires an appropriate 
admission management scheme that performs the allocation of priority-based data flows among 
tunnels, replacing the DiffServ approach with the AggSessAC admission management method 
developed by the author (see Fig. 5). 

 

 
Fig. 5. AggSessAC scheme allows replacing packet-level management (DiffServ approach) 

with the priorized flow-level admission management. 
 

Based on the previously conducted research, the author of the Thesis has developed a new 
resource and admission management solution – AggSessAC.  

1. AggSessAC admission management method is designed for use in high-speed gigabit 
networks, which allows implementing a session-level differentiated management policy 
and providing a wider admission choice among requests at the moment of decision-
making.  

2. In this solution, AggSessAC works as an operator that deploys the flows among virtual 
links while traffic engineering (TE) organizes resource availability and allows crossing 
the backbone network with just one hop and making one admission decision at the edge 
router of the network (see Fig. 6). 
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Fig. 6. AggSessAC method with TE solutions. 

 
All of the admission management solutions known by the author of the Thesis have one 

feature – admission requests are processed independently in order of their arrival, thus failing 
to ensure evaluation capabilities among very close to the following requests; it causes problems 
to implement selective and priority-based admission control. Priority-based admission strategy 
could be implemented, if a set of admission requests at the admission management entity is 
received at the moment of decision-making, thus providing selectivity similar to packet 
scheduling in queue with DiffServ solution. The set of admission requests can be obtained: 

1. by accumulating connection requests in queue – this approach get real values of 
requirements of requests; however, the accumulation of request set requires delay.  

2. by predicting future admission requests – it does not require delay, but forecasting 
results are always probabilistic.  

 
By using forecasts with training, we need historic information that would link prediction 

results to network processes. In this case, part of the input training data contains the past 
information, and therefore forecast results will always be correlated with historical information. 
This is more suitable for trend forecasting, rather than for accurate value forecasting of 
admission request. Based on the research results obtained in the field of prediction, the author 
of the Thesis has decided not to involve forecasting tools in an admission management scheme 
in order to reduce uncertain information conditions at the moment of decision-making.  

The proposed AggSessAC method is considered to be a PBAC approach that keeps a flow-
state table and separate buffer for accumulation admission requests by ensuring mutual 
evaluation of differentiated multiple requests at the moment of decision-making. The focus of 
the Thesis is the development of AggSessAC admission method that suitable for high-speed 
gigabit networks with abilities to perform priority-based admission and increase revenues from 
admitted traffic. 

Chapter 2 

Before offering some new traffic management paradigm, it is important to accurately 
characterize the Internet traffic today. The first part of this chapter is devoted to the traffic 
analysis of various cross-sections by characterizing the traffic from the perspective of packets, 
flows and protocols. It makes possible to draw up a “map” for future actions, which gives a 
reasonable opportunity to adopt a new management techniques or to withdraw some existing 
techniques. Traffic is always changing – due to changes in protocol algorithms, application 
requirements and user behavior. Today’s realities show that the arrival rate of new flows in core 
networks is significantly increased, and we can see the emergence of many flows with a short 
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lifetime, which load network edge nodes as well. All of these things create new challenges for 
a traffic management plane. The author has performed an extensive Internet traffic analysis, 
which gives answers to the basic question – what abilities are needed for an advanced admission 
management solution? The conclusion is that a modern admission management method based 
on available resources should ensure selective, proactive, priority-based decision making with 
high performance and compatible with traffic engineering solutions. The second part of this 
chapter is devoted to data flow classification options and the evaluation of performance 
achievements by assessing the classifier abilities to work at the level of individual sessions in 
high-speed gigabit networks. 

For the analysis, the author uses traffic log files obtained from one Latvian company, which 
uses, manages and controls a wide range of telecommunications network infrastructures across 
the whole territory of Latvia. In order to make extensive studies, the previously mentioned 
measurement data are compared with publicly available traffic statistical data from the Center 
for Applied Internet Data Analysis (CAIDA) – the research institution that monitors the core 
network in the United States [57]. 

 
Analysis of Internet Data Flows 
The analysed data capture has been obtained with tcpdump utility, and flow classification 

has been performed using wireshark packet analyser [63]. Classification has been carried out 
using 3 and 5 flow identification features (see Table 1). In the case with 5 features, by analysing 
UDP and TCP protocols and their port numbers – uniquely distinguished flows increased up to 
5 times. This shows that in case of IP flow identification it is important to make a transport 
layer information analysis, thereby dramatically increasing the resolution of IP flows, although 
it requires more computing resources. 

In case of IPv6, classification is facilitated by a flow label field in the IP header. In this 
case, it would be sufficient to use 3 fields in the IPv6 header, respectively, a source and a 
destination IP address and a flow label. This can help avoid a transport layer analysis, which 
makes it easier to perform the encrypted traffic classification. 

Flow directions are also important in admission management solutions. Captured trace-file 
analysis shows that the distribution of the flow duration contains a very similar picture in both 
the upload and download directions (see Figs. 7 and 8). With regard to the assessment of flow 
duration, 7 time ranges have been introduced: the flows up to 100ms long, from 100 ms to 1s, 
the 1s to 5s, from 5s to 10s, from 10s to 1min, from 1s to 2min, and flows that are longer than 
2 minutes. 

Table 1 
Number of Identified Flows on the Experimental Trace 

Flow direction 3 flow identification keys  
(IP protocol,  

Source IPv4 address, 
Destination IPv4 address) 

5 flow identification keys  
 (IP protocol,  

Source/destination IPv4 address, 
Source/destination UDP/TCP ports) 

Upload 10602 – 
Download 9862 – 
Upload TCP – 31153 
Upload UDP – 25438 
Download TCP – 31015 
Download UDP – 23909 
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Fig. 7. Histogram with upload data flow 
duration (7 bins). 

Fig. 8. Histogram with download data flow 
duration (7 bins). 

Fig. 9. Histogram with upload data flow size 
[packets] (6 bins). 

Fig. 10. Histogram with download data flow 
size [packets] (6 bins). 

Fig. 11. Cumulative distribution of upload data 
flow size(a) zoom – up to 500 packets for TCP;  

b) zoom – up to 10 packets for UDP flows). 

Fig. 12. Cumulative distribution of download data 
flow size(a) zoom – up to 500 packets for TCP  

b) zoom – up to 10 packets for UDP flows). 
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The main thing which the author would like to mention is the large number of short flows 
that contain only a few packets and have a very short lifetime. For example, TCP flows in a 
download direction provided in Fig. 8 showed that about 55 % of the flow lengths were smaller 
than 10 seconds, and only 6 % of the flows were longer than 2 min. Results showed that 44 % 
of TCP flows did not contain more than 10 packets and about 90 % of the flows did not contain 
more than 50 packets (see Fig. 10). A similar situation is also observed in an upload direction 
(see Figs. 7 and 9).  

In case of UDP flows, the results in Figs. 11 and 12 show that the captured experimental 
traffic in about 99 % of the UDP flows in one direction does not contain more than 2 packets, 
and the situation is identical for upload and download directions. When considering the 
applications that used the UDP as a transport protocol, it was found that almost all UDP flows 
accounted for a domain name service (DNS) and network monitoring service based on SNMP 
protocol. 
 

CAIDA Data Analysis 
In order to obtain a more comprehensive picture of the range values of the traffic metrics, 

in which modern admission management solutions should work, the author of the Thesis has 
analysed publicly available internet traffic data published by the CAIDA research center. Data 
are collected on a core network between Chicago and San Jose cities in the U.S. at a channel 
speed of 10 Gbps. CAIDA data are updated every month and have been analysed by other 
researchers.  

In the author’s opinion, the most comprehensive studies in the field of Internet traffic are 
[47] and [65]. The authors X. Zhang, W. Ding [65] have carried out an extensive study, 
analysing the Internet flows at different cross-sections: the number of active flows, new flows 
per second, the flow rate (packets/s, bits/s), flow volume (in bytes), distribution of flow lifetime, 
flow distribution by transport protocols and other flow characteristic features. The article 
analyses the CAIDA data as well as data collected in China Education and Research Network. 
(CERNET) that also supports 10 Gbps transmission rate (see Figs. 13 and 14). 

  

 
Table 2 depicts the average values of Internet flows in the period from March 2014 to 

March 2015. In direction dirA at the average link utilization 21 % (2.1 Gbps) results in an 
average of 10,000 new flow/s, while the direction of dirB, 44 % link utilization (4.4 Gbps) 

Fig. 13. Number of new flows per second 
on a 10 Gbps channel [65]. 

Fig. 14. Number of active flows per 
second on a 10 Gbps channel [65]. 
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results in around 30000 new flow/s. The results show that the lifetime of around 80 % of flows 
is 3–6 seconds. All the above-mentioned results lead to a conclusion that there is high new flow 
intensity, which should be processed on high-speed gigabit networks and is already measured 
on 10 Gbps link in the range of 10,000 to 100,000 new flow/s. 

 
Table 2 

Statistics for the year 2014/2015 on 10 Gbps Backbone Link in Chicago 
(Trace Statistics from CAIDA monitored OC192 link) 

Channel Average channel 
utilization (Gbps) 

Average number of 
packets per second 

Number of starting 
flows per second 

Chicago dirA 2.11 332826 9796 
Chicago dirB 4.42 597480 26097 

 
A large number of short lifetime TCP and UDP flows indicate high intensity of new flows. 

It should be noted that TCP flow, if measured by traffic volume in bytes, is the dominant 
transport protocol on the Internet, but from the perspective of a number of new flows, the UDP 
starts overtaking the TCP. A new high flow rate is one of the preconditions that allowed the 
author of the Thesis to consider the opportunity of proposing a new approach to an admission 
management solution. 

 
Packet-Level Flow Analysis 
Traffic profile can be characterized by the above-mentioned parameters – bits/s, packets/s 

or flows/s. Taking into account the proposed AggSessAC admission management solution, a 
separate buffer has been used for accumulation of new flow initialization packets, a packet-
level traffic analysis has been performed by assessing a packet size and distribution of packet 
inter-arrival time. The analysis has been performed using the trace files obtained by the author, 
and the gained results were compared with the previously mentioned CAIDA data. 
 

 
 

Fig. 15. Packet size in upload direction 
(four ranges– up to 100 B, 101 B – 500 B, 501 B –

1000 B, above 1001 B). 

Fig. 16. Packet size in download direction 
(four ranges – up to 100 B, 101 B – 500 B, 501 B –

1000 B, above 1001 B). 
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As shown in Figs. 15 and 16, the TCP is the leading transport protocol – in an upload 
direction it represents about 91.6 % of the total number of packets, while the remaining part 
consists of UDP (5.7 %), ICMP (1.7 %) and other protocols (1 %). Download direction shows 
quite similar results – traffic consists of TCP (95.3 %), UDP (3.1 %), ICMP (1 %) and other 
protocols (0.6 %). Results have shown that more than 90 % of UDP flows do not exceed 100 
to 200 bytes. These results are depicted in Figs. 17 and 18. 

In situations, where the traffic mainly consists of data generated by UDP-based P2P 
applications, the size of UDP packet in the downstream direction is over 1400 bytes.  

 

Statistics of CAIDA research center does not include information about each transport layer 
protocol, but it confirms the conclusion that there are basically two types of dominant packets 
in traffic: small size (from 100 to 200 bytes) and large size packets (over 1400 bytes) (see 
Fig. 19). This means that the average calculated packet length, which should be around 500 to 
600 bytes, does not describe the actual packet length in today’s Internet backbone networks. 

 

 
Fig. 19. Cumulative distribution of packet size: a) direction-A, b) direction-B,  

(CAIDA statistic) [57]. 

Fig. 17. Cumulative distribution of packet 
size in upload direction. 

Fig. 18. Cumulative distribution of packet 
size in download direction. 
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It can be concluded that all distributions with respect to incoming time are relatively close, 
and within the next one could be called Weibull and lognormal (Fig. 20). While analysing other 
studies, one recent article [18] on packet inter-arrival time distribution should be mentioned 
that also Weibull, Pareto, gamma, exponential and lognormal distributions as the closest ones. 
The study recognizes Pareto and Weibull distributions to be close for both TCP and UDP 
protocols. 
 

 
Fig. 20. Cumulative distribution functions of packet inter-arrival, zoom in up to 5 ms:  

a) upload, b) download. 
 

Analysis of Various Studies in the Field of Data Flows 
Knowing that the experimental data analysis is not a comprehensive Internet traffic 

describer, the author extends his research by performing the analysis of other studies, which 
would allow for a more accurate assessment of the current situation and identification of the 
main features in the field of data flow.  

With regard to flow volume [in bytes] and [in packets], most of today’s Internet traffic 
flows are made of TCP protocol sessions; it is also confirmed by other studies [10], [13], [31], 
[66]. This is due to TCP flow control mechanism, which is more suitable for the Internet 
environment by allowing one to adjust the transmission speed by the receiving side and 
providing lost packet re-transmission. 

The following results for the high number of UDP flows and their small sizes are also 
highlighted by the authors of Volfsburg University in their research [19]. The research [19] has 
showed that 91.6 % of the UDP flows in one direction contain no more than 1 packet; 98.7 % 
contain no more than 5 packets and 99.6 % contain no more than 10 packets. 

The author of the Thesis would like to emphasize research [35], in which UDP/TCP flow 
ratio was estimated at two various service provider networks. Volume ratio of UDP/TCP varied 
in the range of 0.02–0.11 (with average of 0.06) showing that the TCP volume contributed to 
most traffic. Considering the number of flows, the flow ratio varied in the range of 0.04–2.00 
(with average of 0.7) across the networks where there was higher variation than the volume. 
The average duration of Internet flows which contain more than 50 packets has shown that 
approximately 80 % – 90 % of the flows are not longer than 1 minute and 50% of flows are 
not longer than 10 seconds. It should be noted that > 40 % of the UDP amounted to DNS 
requests on port 53, which are short and small volume flows, while a similar percentage of TCP 
traffic goes to port 80 with the HTTP protocol. 

a) b) 
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The authors in [66] also performed a comparison of UDP and TCP traffic and concluded 
that the number of UDP flows tripled and reached TCP flow counts, although UDP traffic 
volume in bytes was almost unchanged, but packet ratio between UDP and TCP even slightly 
decreased. The average number of packets in UDP flows is less than 10 packets. UDP protocol 
is mostly used for signaling data transport in various P2P applications, DNS service, monitoring 
services and other applications that are not sensitive to packet loss. 
 

Flow Classifiers 
Traffic classification is an important task for all traffic management solutions, which need 

to classify the data flows into various categories based on many criteria and its performance 
becomes especially important in cases, when classification should be carried out in the online 
mode, which is also consistent with connection admission control solution proposed by the 
author of the Doctoral Thesis. For example, the authors [29] point out that in order to carry out 
packet classification at OC-768 40 Gbps link rate in the worst case scenario, with a packet 
length of 40 bytes, processing time cannot exceed 8 ns for each packet. Therefore, in this 
chapter the author also analyses a modern classifier ability to operate in high-throughput links 
at a speed over >1 Gbps in the online mode. 

High performance achievements in the traffic classification field are based on the use of 
new methods, customization of specific programmable integrated circuits for classification 
tasks, as well as broader use of parallel processing in multi-core computing systems. 

While dividing classification methods according to their modes of operation, we can define 
[11]: 

 Offline – previously collected datasets are used for flow classification and applied for 
research, statistics collection, report creation. 

 Online – traffic flow analysis and classification in the online mode. It is commonly used 
for network management tasks that require an online decision-making and policy 
implementation. 

 Cyclic – flow classification at regular intervals. The collected traffic is analysed at 
specific time intervals. This approach is suitable for building inventory and for 
generation of reports. This approach is close to online network state depiction.  

 
Types of classification methods can be divided into three categories [9], [37], [45]: 
 Port-based classification; 
 Deep packet inspection classification (DPI); 
 Machine learning-based classification (ML). 
 
Port-based traffic classification uses only a packet header field analysis and is one of the 

most widely used methods because it does not need huge computing resources. A packet header 
fields are standardized, so this method is often embedded in the kernel of router operating 
system or in the processor of interface cards. Payload analysis method provides high flow 
distinguishing capability, but it requires high computational resources and it cannot be used for 
encrypted traffic classification. Traffic classifiers based on machine learning are able to use 
predefined knowledge base to perform traffic classification with the opportunities to learn from 
experience, to gain new skills and improve the pre-defined knowledge base. Such methods are 
more suitable for offline mode classification.  
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The research [11] compares performance of port-based classification, PortLoad (simplified 
DPI, which inspects only the first 32 payload bytes) and DPI flow classification solutions. The 
average classification time using the DPI method increased by 85 % compared to the port-based 
method and by 2.8 % compared to PortLoad method. CPU usage in DPI case increased 5 times 
and the required memory – 6 times.  

Active research in the packet classification field is conducted by Professor Viktor K. 
Prasanna with his colleagues from the University of Southern California [16], [17], [29], [30], 
[48], [49], [50], [58]. The current achievements in the field of the classification performance 
are described below.  

In the study [39], the authors demonstrated performance that can be achieved on the 
software-based classifiers that are mounted on widely available multi-core platforms. The 
8 CPU core platform demonstrated the capacity ranges from 10 to 15 Gbps, depending on the 
classification set of conditions, which accounted for performance of up to 48 million packets 
per second (MPPS). 

In the research [49] on 16-core CPU, authors achieved 60 MPPS high-throughput packet 
classification at 1K (1000) condition rule sets and 30 MPPS performance at 32K (32000) 
conditional rule set. These results were obtained in the online mode by examining 15 flow-level 
features during the classification process, and then a set of conditions was analysed, which 
determined further actions. The same authors in study [58] with reduced sets of conditions 
reached 98 MPPS high performance. 

GPU graphics processors are widely used to increase classifier performance. For example, 
research [36] using freely available NVIDIA Fermi GPU showed that the online packet 
classifier was able to achieve 24 Gbps throughput and handling up to 12 million flows/s.  

Another performance enhancing direction is the usage of programmable digital integrated 
circuits – FPGA. It is worth noting the research by Ganegedara T. and V. K. Prasanna [39], 
who achieved 400+ Gbps high performance during the first implementation, and these 
researchers were the first known who used FPGA-based solution.  

It should be noted that the results obtained by the extensive research analysis in the traffic 
classification field confirm classifier performance in the online mode on high-throughput links 
and are suitable to use it with the admission management solution developed by the author of 
the Thesis. It is worth noting multi-core CPU popularity to increase router performance and 
even specially adapted CPUs that accelerate packet inspection and improve online mode 
analysis, such as new generation QuantumFlow Processor by Cisco company [58], or a series 
of routers with multi-core processors produced by MikroTik company [8]. 

Traffic management model that operates at the session level is necessary not only to make 
the session classification, but also to maintain the table of per-flow state with active sessions. 
As a result, the time parameter that determines when the session is inactive and could be 
removed from a per-flow table is really important. One of the solutions how to maintain a table 
of active flow state in high-speed data networks is to implement multi-level flow tables. For 
example, the authors of the studies [61], [62] offer a solution how to perform pre-flow state 
tracking for high-speed routers. They use a combination of tables of per-flow state and store in 
them the hash values obtained from the flow identification features, thus speeding up the search 
process. These tables are known as the flow time containers with the specified time range for 
each of them, thus ensuring that several flow tables (containers) with different time ranges are 
used, and search always begins with the most latest (most actual). 
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In this chapter, it is clearly shown that the packet classification is already able to work 
on links with the capacity of 40 Gbps and higher, processing tens and even hundreds of 
millions of packets per second. Conclusions about high intensity of data flows that exist in 
today’s Internet networks and performance achievements of modern data flow classifiers have 
served as the conditions enabling the author of the Thesis to put forward a new approach of 
admission management. The implementation of new method and results are presented in the 
following chapters. 

A broad analysis of potential service classes and priority levels is included in this chapter. 
Prioritization contains a number of stages. Generalized block diagram of developing a set of 
priorities for traffic control and management tasks is given by the author of the Thesis in Fig. 
21. Diversity of network services and applications defines different QoS requirements with a 
number of criteria (e.g., delay, loss, jitter, traffic volume, etc.), according to which services are 
distributed among the QoS classes (as described in ITU-T G.1010 and Y.1541). However, the 
QoS class is not always an appropriate parameter for management tasks to indicate a service 
priority of other services. Therefore, QoS classes are divided into types of services (ToS) and 
those are granted priorities by evaluation of various criteria, such as QoS requirements, service 
type, price and other that are considered important by ISP. 

 

 
Fig. 21. Generalized block diagram of developing a set of priorities for traffic control  

and management tasks. 
 

Type of service 
(ToS) 

 

Service 
(applications) 

Priorities 

QoS 
requirements 

Resource and admission 
control (RACF) solutions, 

e.g., AggSessAC 

QoS criteria: 
(loss, delay, jitter, etc.) 

QoS classes (categories): 
e.g., ITU-T Y.1541, G.1010 

Type of service: 
ITU-T G.1010 (18services)  
RFC 2474 (64 services) 
RFC 2597(12 services) 
etc. 

QoS classes 

Type of service significance over 
other services 
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ITU-T, IETF, ETSI and the IEEE organizations have been involved in development of 
recommendations that define QoS classes and their classification by different types of services. 
For example, RFC971 describes the eight service types and the ability to define up to 8 priority 
levels, RFC 2474 defines 12 service types with 12 potential priority levels. For more 
information on analysis of recommendations with respect to potential QoS classes, types of 
service and their priorities one can read the full version of the Thesis, as well as explore some 
references (see, e.g., [12], [42], [53]). 

Chapter 3 

The development and experimental evaluation of AggSessAC programmatic agent have 
been performed in OMNeT++ simulation environment using the INET framework library. 
Functionality of AggSessAC programmatic agent has been implemented within router software 
of the INET framework.  
 

The Concept of the Designed AggSessAC 
The concept of the designed AggSessAC admission management is to replace traditional, 

instant, sequential and independent new request admission processing strategy with short-term 
aggregation of new connection requests (packets) on a separate queue. This is a form of 
processing, which is opposite to the traditional admission management and allows 
implementing the mutually comparative, priority-based and pro-active admission management 
policy by analysing several requests simultaneously during decision-making. 

Conceptual request processing differences between a traditional approach (ThresholdAC) 
and AggSessAC admission management method are depicted in Fig. 22. 

 

 
Fig. 22. Comparison of admission request processing strategy between a traditional 

ThresholdAC and the proposed AggSessAC method. 
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Within AggSessAC method, a new connection request accumulation is controlled by two 
parameters: 

 maximum waiting time Amax (ms) – time of aggregation period for new connection 

request accumulation, where 

∈ 	 ;      (1) 

 maximum bundle size Bmax [new connection requests] – queue size for connection 

requests, where 

∈ 	 1,2,3, … .    (2) 

AggSessAC decision-making trigger:  
IF (A == Amax) or (B == Bmax) 
 Make decision 
THEN 
 Continue to accumulation (aggregation) of a new connection request 
where 
A – actual waiting time (duration of a new connection aggregation), ms 
B – actual bundle size, number of connection requests. 
 

The aim of the proposed AggSessAC access management is to increase the effectiveness 
of a given management policy. Nowadays, networks require efficient resource allocation and 
they should ensure the prioritization of different services at the same time. The admission 
management policy used in simulation experiments has determined that sets of collected 
requests (bundle) are processed in such a way that higher priority flows are accepted first if 
bandwidth is available.  
 
Admission management determines: 

1. Maintaining a maximum average link load in accordance with permitted throughput 

data rate, which is defined by a management policy. 

 

∀ ∶ 	max
∑

,      (3) 

where 

 ti – decision making moments, i = 1,2,3…; 

 n – a total number of decision-making moments during the experiment; 

 u(ti) ∈ [0;1] – link utilization at decision making moment ti. 
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2. Promoting differentiated admission management implementation and higher 

priority request (a new single data flow – session) approval in each decision-making 

moment. 

∀ ∶ 	 max
∈	

∑ ,	   (4) 

where 
 jaccepted(ti) – accepted requests at each decision-making moment ti; 

 a – a number of accepted requests (accepted sessions); 

 B(ti) ∈	 [j(ti)] – a bundle size (set of aggregated requests), where j(ti) – a new 

connection request at each decision-making moment ti; 

  – the obtained revenue (benefits) from accepted requests jaccepted 

with priorities p at decision-making moment ti; 

 	 ∈ 1,2,3, … 	– priority of new connection request, in this experimental 

research traffic with 3, 5 and 8 priority levels was used. 

Estimation of the ability of the developed AggSessAC method to provide selective and 
priority-based management has been made by linking the revenue calculation with priorities of 
accepted requests. 

In the Thesis, the author uses the term “obtained revenue” adapted from the utility theory, 
which gained more attention after research paper [44] proposed by J. von Neumann and O. 
Morgenstern. These principles are also transferred to engineering tasks (e.g., [40]). Utility 
theory states that although it is not possible to measure the utility or “obtained revenue” derived 
from the product or service, it is usually possible to rank those in preference order with respect 
to the consumer. The rational action would be to spend money on additional goods or services, 
unless the obtained revenue from the utility is equal to or greater than that of any other goods 
or services.  

By shifting principles of utility theory from the economy to the communication networks, 
wherein the context of access management the word “consumer” can be referred to “the 
management policies” and in this case a rational action will be to ensure that the highest priority 
traffic gets service preference to the lowest priority flows. The “price” of such benefits is a short 
delay in the decision-making process at the time of new session initialization. 

Selective and priority decisions require implementing management policies, which can 
provide higher approval probability for higher priority flows; therefore, the obtained revenue is 
calculated as a benefit from priorities of the accepted requests. 

Total revenue (Q) is calculated as follows: 

,     (5) 

where, m – the total number of accepted requests and – the obtained revenue from the 

accepted request jaccepted  with priority p.  
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Estimation of required buffer capacity (Bmax) has been made in order to obtain knowledge 
about the range of necessary buffer size. Taking into account the TCP connection establishment 
process, which uses three messages (procedure is called a three-way handshake), if we delay 
the SYN message inside the buffer, the other packets from a particular new connection will not 
be received. In contrast to the TCP protocol, the UDP protocol works in connectionless mode 
and packets are transmitted without acknowledgment, so the aggregation period for UDP flows 
may require a larger buffer capacity than TCP. The situation where one data flow takes the full 
bandwidth of Ethernet link has been used for assessing the required buffer capacity. Idle period 
between transmission of Ethernet packets known as the inter-frame gap (IFG) has been taken 
into account when calculating the maximum amount of data received in the aggregation period. 
Tables 3 and 4 contain the maximum theoretical size of aggregation buffer for different data 
rates and packet sizes. 

Table 3 
The Theoretical Maximum Aggregation Buffer (Bundle) Size at Different Data Rate  

(packet size 1500 B) 

Data  
rate 

Inter-frame 
gap 
[ns] 

Maximum buffer size [Bytes] 

waiting time (aggregated period) 
10 ms 1 ms 0.1 ms 0.01 ms 

100 Mbps 960 124 KB 
(82 packets) 

12.4KB 
(8 packets) 

– – 

1 Gbps 96 1240 KB 
(826 packets) 

124 KB 
(82 packets) 

12.4 KB 
(8 packets) 

– 

10 Gbps 9.6 12.4 MB 
(8266 packets) 

1240 KB 
(826 packets) 

124 KB 
(82 packets) 

12.4 KB 
(8 packets) 

40 Gbps 2.4 49.60 MB 
(33066 packets) 

4960 KB 
(3306 packets) 

496 KB 
(330 packets) 

49.6 KB 
(33 packets) 

100 Gbps 0.96 124 MB 
(82666 packets) 

12.4 MB 
(8266 packets) 

1240 KB 
(826 packets) 

124 KB 
(82 packets) 

Table 4 
The Theoretical Maximum Aggregation Buffer (Bundle) Size at Different Data Rate 

(packet size 100 B) 

Data 
rate 

Inter-frame 
gap 
[ns] 

Maximum buffer size [Bytes] 

waiting time (aggregated period) 
10 ms 1 ms 0.1 ms 0.01 ms 

100 Mbps 960 110 KB 
(1100 packets) 

11 KB 
(110 packets) 

1.1 KB 
(11 packets) 

110 B 
(1 packets) 

1 Gbps 96 1100 KB 
(11000 packets) 

110 KB 
(1100 packets) 

11 KB 
(110 packets) 

1.1 KB 
(11 packets) 

10 Gbps 9.6 11 MB 
(110000 packets) 

1100 KB 
(11000 packets) 

110 KB 
(1100 packets) 

11 KB 
(110 packets) 

40 Gbps 2.4 44 MB 
(440000 packets) 

4400 KB 
(44000 packets) 

440 KB 
(4400 packets) 

44 KB 
(440 packets) 

100 Gbps 0.96 110 MB 
(1100000 packets) 

11 MB 
(110000 
packets) 

1100 KB 
(11000 packets) 

110 KB 
(1100 packets) 
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It is obvious that at the speed of 1 Gbps and aggregation period of 1 ms the theoretically 
required buffer memory capacity does not exceed 124 KB, comprising 82 packets that are 
1500 bytes long or 1200 packets that are 100 bytes long. 

Having performed the analysis of internet traffic, it can be stated that there are thousands 
of new connections per second on 1 Gbps links, but on 10 Gbps links new connection flows 
already exceed many tens of thousands per second. Here one can see an example of 5000 new 
requests/s, which represents an average of 0.2 ms inter-arrival time. This means that 50 requests 
for simultaneous analysis will need an average of 10 ms long aggregation period. Theoretically 
required maximum cache size at different speeds for this time period can be found in Tables 3 
and 4. 

In turn, at 20,000 new flows/s, the average inter-arrival time will be 0.05 ms and 
accumulation of 50 new requests will require an average of 2.5 ms. Reducing the accumulated 
requests to the number of 10, the average accumulation will take only 0.5 ms. 

 
The following items can serve as a basis for the initial bundle size selection by network 

engineers and designers, while taking into account logical considerations and prerequisites: 
 monitoring information of network average number of new flows per second; 

 maximal limitations of aggregation period (threshold of induced delay); 

 revenue/loss considerations: 

 the smaller the bundle size, the lower the required aggregation period and the 

induced delay; 

 too small bundle size or too short aggregation time reduces the number of requests 

to be evaluated at the same time and, as a result, the methods selectivity decreases. 

 
Simulation Tool 
Essentially, a router is a computer with the custom operating system. As the author was not 

able to access and modify the router manufacturer operating system source codes, the developed 
resource and access management solution prototype implementation was made in OMNeT++ 
discrete event simulation environment based on INET library [20]. The OMNeT++ gives the 
possibility to emulate a network infrastructure starting from the physical layer simulations, 
packet processing in buffers, data and transport level protocols, routing protocols, up to the OSI 
application layer. The relative time scale that is available in OMNeT++ has allowed to evaluate 
such parameters as the average aggregation time and aggregation average queue length 
dependence on predetermined average inter-arrival time distribution as well as those dynamical 
changes with time. 

INET library has been updated using the developed AggSessAC agent (source code), which 
has been integrated into the INET available router software as the additional functional block, 
thus creating a fully functional AggSessAC admission control experimental prototype. 
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AggSessAC functional block (agent) has been developed in OMNeT++ available INET 
framework within the output buffer of router Ethernet interface as the additional functional 
block (Fig. 23). The developed project and source files are available in public repository 
athttps://github.com/askrastins/aggsessac. 

 

 
Fig. 23. Structure of AggSessAC module implemented within the output queue of router 

interface in the OMNeT++ simulation environment and the packet forwarding path according 
to applied method. 

 
According to Fig. 23, the developed AggSessAC agent comprises a number of functional 

modules. Each module corresponds to the separate C++ source file. For more information on 
the main methods of the developed classes see Chapter 3 of the Doctoral Thesis. 

As shown in AggSessAC agent functional block diagram (see Fig. 24), the classifier main 
task is to find out whether a received frame includes the IP packet and to direct it towards 
methodSelection module, but if it is something else (such as ARP message) the task is to direct 
it to defaultQueue queue. MethodSelection module allows setting the selected admission 
management method – ThresholdAC or AggSessAC – as well as implementing the current and 
available bandwidth monitoring and accounting. 
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Fig. 24. General software architecture of AggSessAC functional agent. 
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Three queues are used in modules: defaultQueue, dataQueue and aggSessACQueue, 
respectively (see Figs. 23 and 24). DataQueue module performs ThresholdAC admission 
management, while aggSessACQueue performs the developed AggSessAC admission 
management, ensuring new connection request packet accumulation, as well as the analysis of 
requirements of requests and decision-making on control actions. Main functions of queue 
modules are inherited from the base class – PassiveQueueBase.cc that provides packet 
queuing – enqueue(), packet removal from queues – dequeue(), forwarding – sendout(), as well 
as notification of the arrival of a new packet into the queue – notityListener(). Queue ensures 
that each time the new packet arrives into the queue, it is notified by queues inherited 
notifyListener() method to the priScheduler module, which is capable of calling queues methods 
enqueue() and then sendout(). This ensures the packet is withdrawn from the queue and sent to 
the communication link. PriScheduler module monitors if there are packets in queues as well 
as monitors actual queue sizes. Response to the notifyListener() messages is subject to and 
managed through the modules that simulate the communication link. In the case of AggSessAC, 
the priScheduler module and notityListener() method are also dependent of aggregation period. 
NotityListener() method calls aggSessACQueue queue according to this period, or if an 
aggregation group of connection request has reached a pre-defined maximum value. Queues 
are being serviced in order of priority, where the highest priority is given to the defaultQueue 
queue, the second highest – the aggSessACQueue queue and the lowest priority is assigned to 
the dataQueue queue. This ensures that at the decision-making moment, the most recent 
admission requests are being processed first and are being forwarded as soon as possible, and 
only then packets from previously accepted flows that are in dataQueue. 

To sum up, it should be emphasized that the proposed AggSessAC solution is based on a 
simple yet effective approach, where multiple new connections are processed simultaneously 
at the decision-making moment, thus providing mutual flow request evaluation and selective 
flow acceptance. To implement AggSessAC solution, all flow connection requests are 
aggregated and while performing flow classification, the new request packets are separated 
from the already approved data flows. The solution needs to maintain flow state information 
and to bring into the system architecture new buffer of flow initialization packets, where all the 
new flow initialization packets are moved.  

In order to control aggregation duration, the solution needs to follow such parameters as 
the maximal bundle size and the maximum aggregation period. As a result, the differentiated 
packet management solution has been obtained, and in this case the selection occurs at the flow 
level and is handled by the admission management method. This makes possible to operate with 
a fully reliable resource request data set. 

Chapter 4 

This chapter is devoted to the evaluation of AggSessAC functional agent developed by the 
author of the Thesis. The results obtained by simulation are also analysed to make sure that the 
AggSessAC solution works efficiently and to get all the data that characterizes AggSessAC 
performance. 

In order to evaluate the developed AggSessAC functional agent, the required network 
topology has been created in OMNeT++ environment for simulation experiments (see Fig. 25). 
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Fig. 25. Experimental network scheme in the OMNeT++ simulation environment. 

 
Experiment Scenarios and Obtained Results 

Simulation experiment scenarios include the analysis of the following parameters: 
 evaluation of the obtained revenue using various selected AggSessAC parameters; 
 average aggSessACQueue queue length at the decision decision-making moment; 
 average time spent by the request in AggSessACQueue queue at the decision-making 

moment; 
 impact on the link load; 
 evaluation of the obtained revenue using different input traffic patterns; 
 cumulative distribution of the priorities of the approved connections. 
 
Estimation of AggSessAC Method Setup Parameters 
The section analyses the AggSessAC method setup parameters – the maximum bundle size 

and the maximum aggregation period – choice of their values, their mutual dependence and 
impact on the total revenue. 

 
Traffic that is generated on the input side: 
 New admission request inter-arrival distribution – exponential with an average value of 

5ms (~ 200 new flow/s). 
 Flows sizes – gamma distribution with a mean value of 450 Kbps (flows from 50 to 

2000 Kbps) – have been used in all subsequent simulation experiments. 
 New flows requests with 8 priority levels, where 1 is the lowest priority, and 8 – the 

highest priority (see Fig. 26). 
 
New flow connection requests are 5 times more frequent than deactivations of previous 

connected flows, which determines that links all the time are overloaded and all requests cannot 
be accepted. 

In Figs. 27, 28 and 29, one can see AggSessAC parameter evaluation measurement results 
obtained during 30s simulation period, within which 5917 connection requests have been 
received. 
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Fig. 26. Pattern with input traffic priorities 

(more low-priority requests). 

 
Fig. 27. Total revenue using AggSessAC method depending on the waiting time  

for three different bundle sizes. 
 

One can see rapidly increasing revenue obtained with different bundle sizes when the 
aggregation period is increased (see Fig. 27). This can be explained by an increase in 
selectiveness at the decision-making moment. The results show how the limit of the aggregation 
set works, as when it is reached, the revenue is not growing further. This means that by 
knowing the average intensity of new connection requests, one can determine the 
aggregation period, which is suitable for setting up an aggregation bundle size, so at decision-
making moment the set of aggregated requests (bundle) is full at almost all times (see Fig. 28). 
The results shown in Fig. 28 demonstrate the average AggSessACQueue queue length with 
respect to different bundle sizes and aggregation periods (the AggSessACQueue module is 
shown in Fig. 23). 
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In this scenario, the average flow inter-arrival time is 5 ms, which means that average  
50 ms are needed to accumulate 10 requests. They will apply to 20: ~ 100 ms, 30: ~ 150 ms, 
which are also suitable limits for aggregation period setup. It allows claiming that by using the 
selected bundle size and following the average new connection arrival rate, it is possible to 
make adaptive solutions which are able to tune the aggregation period in the online mode. When 
using the AggSessAC in the network, it is important to know the average intensity of new 
connections, which makes it possible to set the AggSessAC initial parameter values more 
accurately. Those parameters are the bundle size and the aggregation period. 

Numeric values in three cases with three different bundle sizes and suitably chosen 
aggregation periods that are provided in Tables 5 and 6. 

 
Table 5 

Numerical Simulation Results Using AggSessAC Method for Three Different Bundle Sizes 

Simulation time 30 s 

Max. bundle 
size  

[new flow 
requests] 

Max. waiting 
time (aggregation 

period) 
[ms] 

Total 
number of 

flows 

Number of 
rejected 
flows 

Number of 
accepted 

flows 

Number of 
decision-making 

moments 

10 50 5917 4676 1241 680 

20 100 5917 4747 1170 335 

30 150 5917 4785 1131 222 

 
Fig. 28. Mean AggSessACQueue queue (bundle) size at decision-making moment depending 

on the waiting time (aggregated period) for three different bundle sizes. 
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Fig. 29. Mean induced AggSessACQueue queuing time for new requests depending  

on the waiting time at three different bundle sizes. 
 

Table 6 
Numerical Results – Mean AggSessACQueue Size and Mean Induced AggSessACQueue 

Queuing Time of a New Flow Admission Requests at Decision-Making Moment 

Simulation time 30 s 

Max. bundle 
size  

[new flow 
requests] 

Max. waiting 
time (aggregation 

period) 
[ms] 

Mean 
AggSessACQueue 

size [requests] 

MeanAggSessACQueue 
queueing time [ms] 

10 50 8.7 21 

20 100 17.7 42 

30 150 26.9 65 
 

Figure 29 shows the mean induced AggSessACQueue time, which is mean time spent by 
the new connection initialization packet in AggSessACQueue.  

The time spent by a new connection request in the queue makes the “price” that 
AggSessAC solution “has to pay” for the possibility to analyse the set of requests at the 
decision making, thus allowing one to realize selectiveness and implement a pro-active 
and priority-based admission management policy. Based on the results summarized in Table 
6, one can conclude that the average time spent by new connections in the queue is not greater 
than one half of the selected aggregation period, if the aggregation period is calculated based 
on information about average intensity of new requests. Substantiation of this conclusion can 
also be seen in Fig. 30, which depicts the results of simulation experiments with the bundle size 
of 10 and aggregation period of 50 ms. New requests that arrive later during one aggregation 
period spend shorter time in AggSessACQueue queue. 
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Fig. 30. Queueing time for accepted requests. 

 
Impact on the Bandwidth Utilization 
Figure 31 shows the results of impact on bandwidth utilization using the AggSessAC and 

the approach ThresholdAC method. Numerical values are given in Table 7. 

 
Fig. 31. Bandwidth utilization on 10 Mbps channel with ThresholdAC and AggSessAC 

method (max. bundle size – 10 and max. waiting time – 50 ms and exponential request inter-arrival time). 

 
In case the AggSessAC method is used, the mean bandwidth utilization is slightly lower if 

compared to the case when the ThresholdAC method is in use. The main reason is that flows, 
which are becoming inactive and disabled during an aggregation period, are not so quickly 
replaced by new ones, as all of the newly accepted flows are connected at the end of the 
aggregation period. However, it is important to emphasize that a significant impact is created 
only when AggSessAC is installed in a network where quantitative indicators are unsuitable for 
this method: 

1. The ratio between values of disabled flows (bps) and the total bandwidth; 
2. The ratio between the chosen aggregation period and the request intensity.  
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First of all, in this simulation scenario 10 Mbps throughput channel has been used, with an 
average flow request size of 450Kbps, which means that on average one disabled flow effect 
constitutes 4.5 % of the total bandwidth. If we attribute this to a 1 Gbps channel, now it forms 
only 0.045 %, and in the case of 10 Gbps channel – just tiny 0.0045 %. Secondly, when the 
channel bandwidth is increasing, we can expect a higher intensity of new flows at the network 
congestion times, and this in turn leads to shorter aggregation periods. These results confirm 
the statement of the author of the Thesis that the method is designed for use in high-speed  
(> 1 Gbps) data networks, thus responding to high intensity of new connections within modern 
networks. 
 

Table 7 
Bandwidth load with ThresholdACand AggSessAC method on 10 Mbps channel 

Numerical values with AggSessAC 

Max. bundle size 
[new flow 
requests] 

Max. waiting time 
(aggregation period) 

[ms] 

Mean channel 
load 

[Mbps] 

Difference from 
ThresholdAC 

[%] 

5 25 9.61 −0.6 

10 50 9.42 −2.6 

20 100 9.05 −6.4 

30 150 8.54 −11.7 

Numerical values with AggSessAC  
– – 9.67 – 

 
Evaluation of the Obtained Revenue 
In this case, the calculation of the obtained revenue is based on the desire to achieve the 

priority-based admission management, the policy of which states that higher priority flows 
should receive higher advantage of approval. 

 
Fig. 32. Cumulative revenue growth with ThresholdAC and AggSessAC method 

(at exponential admission request inter-arrival time). 
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The obtained results in this particular scenario show that the cumulative revenue is 15 % – 
37 % higher while using the AggSessAC solution if compared to the cases when ThresholdAC 
solution is used. The cumulative revenue depends on the number of requests to be evaluated at 
the same time at the decision-making moment. Results in Fig. 32 demonstrate that increasing 
the selectiveness of decision-making increases the decision quality. As a result, a bigger number 
of high quality flows approved increase the cumulative revenue and promote the fulfilment of 
the management policy. 

It should be emphasized that it is possible to achieve such efficiency and implement the 
priority-based and pro-active management policy using the AggSessAC method because it 
provides mutual evaluation of multiple requests (bundle) at the moment of decision-making 
rather than one individual request at a time, as it is in the case of traditional admission 
management methods. 

 
Evaluation of the Obtained Revenue with Respect to Different Input Priority 
Distributions 
This simulation scenario is configured to generate traffic with exponentially distributed 

inter-arrival time – 3 different traffic models are used: 
a) traffic with the trend to contain more low priority flows than the high priority flows 

(Fig. 33 (a)); 
b) traffic that includes the same number of lower and higher priority flows with a relatively 

smaller number of average priority flows (Fig. 33 (b)); 
c) traffic with the trend to contain more high priority flows than low priority flows 

(Fig. 33 (c)). 
 

 
Fig. 33. Input traffic priority patterns. 

 
Results in Fig. 34 show the cumulative revenue at three different input priority patterns 

(according to Fig. 33) and exponential inter-arrival time distribution using AggSessAC and 
ThresholdAC methods. It should be noted that while calculating the difference in percent 
between cumulative revenues provided by ThresholdAC and AggSessAC methods (see Fig. 
35), it can be concluded that it mostly differs in the cases where the input traffic contains a lot 
of low priority flows according to Fig. 33 (a). It shows the AggSessAC solution efficiency in 
implementation of the priority based management policy and the ability to highlight a small 
number of high priority flows in the case of low-priority background traffic. 

Results from Fig. 36 show that the traditional ThresholdAC method gives in the output a 
very similar picture to the data in the input, which is due to a lack of choice possibility among 
requests at the decision-making moment, while in the case of AggSessAC approved flows, the 
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picture varies considerably demonstrating the ability of the AggSessAC to implement the 
defined management policy. 

 

 
Fig. 36. Histograms of priorities from accepted flows at three different input priority patterns 

using ThresholdAC and AggSessAC methods. 
 

Fig. 34. Cumulative revenue at three different 
input priority pattern according to Fig. 33  

(max. bundle size – 10 and max. waiting time – 50 ms). 

Fig. 35. Delta revenue (obtained difference 
between ThresholdAC and AggSessAC 

according to Fig. 34). 

a) +29% 
  
b) +25% 
  
 
 
c) +19% 
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Impact of Input Flow Inter-Arrival Time Distribution on AggSessAC Performance 
The author has also evaluated the performance of the developed AggSessAC admission 

management method with different flow inter-arrival time distributions. Lognormal, 
exponential and gamma distribution have been chosen with the mean value of 5 ms. Different 
dispersions have been chosen: 3 ms, 5 ms and 7 ms. 

Smaller dispersion of new flow inter-arrival time leads to longer AggSessACQueue queue 
at the time of the decision-making, and, as a result, we have a bigger number of flow requests 
for simultaneous evaluation (see Fig. 37). Figure 38 demonstrates that the dispersion of new 
flow inter-arrival time affects the dissipation of the decision-making moments. Bigger 
dispersion of new flow inter-arrival times prevents from setting suitable AggSessAC parameter 
values. By evaluating results reported in Table 8, one can conclude that smaller changes in 
dispersion along with different distributions do not have significant impact on increase of 
cumulative revenue and results are very similar for all distributions. 
 

 
 

Table 8 
Numerical Results Using AggSessAC and ThresholdAC Method 

Simulation time – 30 sec 

Distribution 
of new flow 
inter-arrival 

time  

ThresholdAC 
solution 

AggSessAC 
Solution 

Revenue 
 

Number of 
decision 

 

Revenue 
 

Number 
of 

decision 
 

Mean 
waiting 

time 
[ms] 

Mean 
AggSessACQueue 

fill at decision 
moment  

[requests] 

Revenue 
growth  

lognormal 3616 5960 5050 649 46 9.17 +28.4 % 

exponential 3592 6014 5032 688 44 8.86 +28.6 % 

gamma 3519 6035 4965 718 42 8.40 +29.1 % 

 

Fig. 37. Mean waiting time and mean 
AggSessACQueue size at decision moment 

(max. bundle size – 10 and max. Waiting time – 50 ms). 

Fig. 38. Empirical cumulative distribution of 
actual waiting time (max. bundle size – 10 and 

max. waiting time – 50 ms). 
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Selectivity 
The section evaluates the AggSessAC solution performance capabilities with different 

numbers of traffic priority levels and different priority distributions. Incoming traffic flows are 
with exponential inter-arrival time and gamma distribution for flow sizes. Bundle size – 
10 requests and aggregation period –50 ms. 
 

 
 

 
Fig. 41. Input generated and output obtained empirical cumulative distribution of priorities  

of accepted flows using ThresholdAC and AggSessAC method. 
 

Fig. 40. Input generated and output obtained 
histograms of accepted flows using 

AggSessAC method. 

Fig. 39. Input generated and output obtained 
histograms of accepted flows 
using ThresholdAC method. 
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Numeric values for connections of the flows with different priorities, as well as trends can 
be seen by comparing Figs. 39 and 40. Results in Fig. 39 show that ThresholdAC method, which 
examines only one request per decision-making moment, makes the output structure of the types 
of accepted flows the same as at the input. Traditional ThresholdAC access management cannot 
provide a priority based policy and all the priority classes tend to get the same rejection possibility. 

In Fig. 40 one can see the ability of the AggSessAC solution to change the priority structure 
of the admitted flows. This is also clearly depicted in Fig. 41, where in case of the AggSessAC 
empirical cumulative distribution curve at the output significantly differs from the input 
distribution. The direction of changes of empirical cumulative distribution curve at the output 
depends on the management policy in use. Changes in case of the AggSessAC are achieved due 
to the method ability to provide mutual evaluation of multiple requests and, as a result, different 
connections are accepted.  

Regardless of the number of priorities of the input traffic and of the distribution of the flows 
by the priority levels, the AggSessAC solution increases the quality of the decisions made 
and, as a result, the cumulative revenue increases depending on the targets of the 
management policy in use. This is achieved because the AggSessAC solution can 
implement a selected priority-based management policy and provide the selective flow 
acceptance at the decision-making moment. 

MAIN RESULTS OF THE DOCTORAL THESIS 

During the development of the Doctoral Thesis, the following main results and conclusions 
have been obtained: 

 Growing range of IT services determines that the NGN networks – in relation to any 
previous generation networks – will be more resource demanding for online services 
and implementation of the defined management policies. The NGN networks provide 
shared management and transport layers. Any next generation network will require 
higher requirements for the management layer that also includes the resource and 
admission management tasks – they should become faster, more efficient and selective. 

 Number of data flows is constantly growing in networks, i.e., the existing resources and 
access management makes working in µs – ms range at this moment. According to the 
latest Cisco Compound Annual Growth Rate research, mobile connections through 
IEEE802.11 access points are constantly growing, bypassing the mobile operator 
networks and directly loaded fixed network access nodes. The access nodes are loaded 
with high new flow intensity. Moreover, today, 80 % of TCP flows are characterized by 
length of 3–10 seconds. Although the amount of UDP traffic (bps) on the Internet is 
about 10 %, the number of UDP flows is approximately equivalent to the number of 
TCP flows and more than 80 % of the length of the UDP flows (packets) has dropped 
to a minimum – contains only a few data packets. 

 The existing admission management solutions react instantaneously, sequentially and 
independently to each new incoming connection request, reducing the opportunity to 
make selective and priority-based decisions. In this case, the opportunity to selectively 
choose the priority units can be based only on algorithms with high resource consumption – 
forecasting, fuzzy logic and other complex solutions to implement a differentiated 
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management strategy. Forecasting tasks can be effective to identify possible future 
trends; however, the instantaneous (µs – ms) value prediction is weak and questionable 
to get reliable results, for example, requirements for the next connection requests.  

 None of the studies known to the author of the Thesis consider a possibility of avoiding 
instantaneous and independent connection request processing, which analyses the set of 
new connection requests at the moment of decision-making in order to obtain selective 
and prioritized resources and admission management. 

 The developed AggSessAC solution that is based on a short-term collection of requests 
allows bringing the virtualization of parallel processing into connection admission 
management and processing requests as a set of events, by enabling one to make 
comparisons and evaluation among closely following requests.  

 The AggSessAC method developed in the Thesis is implemented as a software-based 
agent in OMNeT++ environment, by extending the functionality of a router available in 
the INET framework and creating an experimental prototype, which is available for 
students and researchers in other traffic management studies.  

 The redirection of a new connection request to separate queue within the proposed 
AggSessAC admission management solution ensures that short-term (µs – ms) delay of 
decision-making does not affect the quality of previously accepted flows. Taking into 
account that the flow rate [new flows/s] on high speed (gigabit) internet data 
transmission links has already been measured with a magnitude of 103 or higher 
(analysis of internet traffic has shown that on 10 Gbps links even with magnitude of 
104), it allows selecting a maximum bundle size, so as delay for new session 
initializations does not exceed a margin of a few (< 5) milliseconds. 

 At the pre-defined bundle length and knowing the mean inter-arrival time of new flows, 
it is possible to determine the maximum waiting time so that the mean 
AggSessACQueue queue size (actual bundle size) is close to the pre-defined limit at the 
moment of decision-making. 

 A too short aggregation period (maximum waiting time) reduces the expected efficiency 
of the AggSessAC method, if the collected number of requests is not close to the pre-
defined bundle size at the moment of decision-making. 

 Taking into account that AggSessAC method is designed for networks with throughput 
≥ 1 Gbps and new flow rate [new flows/s] (measured with a magnitude of 103 or higher), 
the impact on link utilization does not exceed one hundredth of a percent of the total 
capacity. 

 The results show that the selectivity and choice in decision-making contribute to a 
different flow type approval and provide a strong ability to implement the priority-based 
management policy by accepting a larger number of high-priority flows, even if the 
input traffic pattern contains many low-priority data flows compared to the sequential 
and independent request processing strategy. 

 The developed AggSessAC solution provides selective choice and flow-level control, 
thus in any priority-based policy it is possible to increase the benefits according to the 
defined management strategy. High quality decision increases the overall efficiency of 
admission management. Quantitative results will always be dependent on the 
composition of flow-level of traffic, selected management policy, flow distribution in 
priority classes, and other parameters that characterize traffic flows. 
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The aim of the Doctoral Thesis has been achieved and the tasks completed. To summarize, 
it should be emphasized that the obtained results are very promising. The developed 
AggSessAC solution provides selective, priority-based and pro-active resource and admission 
management using a temporary collection of new connection requests in modern high-speed 
data networks with high intensity of new data flows. AggSessAC operates without affecting the 
quality of accepted data flows and does not require high computing resources or forecasting 
solutions to obtain additional information for effective decision-making. 
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