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Abstract – Cloud computing provides organisations with the 
ability to quickly change infrastructure, provider and service 
levels. The study looks at factors affecting the usage of cloud 
computing by organisations in the manufacturing and service 
sectors in the United States. Extrinsic motivation was found to be 
a significant factor for change in cloud computing budget 
allocation in manufacturing, whereas intrinsic motivation was a 
significant factor in the service sector. The study also shows that 
organisations’ future budgets include internal and external 
sources to fulfil their IT needs. 
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I. INTRODUCTION 
Cloud computing usage has increased rapidly over the past 

20 years. At the turn of the millennium, computer hardware was 
beginning to reach the Gigahertz range, and now modern 
consumer processors have 64 processors per die and GPUs have 
up to 5000 cores per graphics card [1]. The cost of hardware has 
dropped significantly due to the advances in computer chip 
design and the advancements in the photolithography. Cloud 
computing has been projected to grow at an annual growth rate 
of 12.6 % and go from $ 184 billion in 2018 to $ 331 billion in 
2022 [2]. According to Gartner, more than $1.3 billion will shift 
from traditional computing to cloud computing [3]. The 
investment in cloud computing is a top three priority for 
investment by more than 1 in 3 companies [4]. 

The use of cloud computing has shifted the burden of 
developing in-house IT infrastructure requirements such as 
keeping up with computing trends, and purchasing, managing 
and maintaining computer hardware. Benefits of adopting cloud 
computing include reduction in initial expense, flexibility in 
deployment, and dynamic expansion of cloud resources. 
Organisations can focus on selecting the cloud providers that 
meet their needs as those needs arise. This shift provides 
flexibility for organisations but comes at a different type of cost. 
Organisations must focus on cloud computing aspects of data 
portability, quality of service, security, integration, and service 
contracts in the fluid cloud market [5]. For specific 
organisations, these risks are too high to rely on cloud 
providers. Examples include the use of drones in the military 
[6], the restriction on the use of fitness devices by the Pentagon 

[7] and the use of Kaspersky Antivirus software by the U.S. 
government [8]. 

II. LITERATURE REVIEW 
The identification of the factors used when making forward 

looking decisions on technological investments is critical in 
predicting where the cloud computing industry will be heading 
in the near future. This literature review will provide an 
overview of the current benefits, challenges and risks involved 
in migrating computing infrastructure to cloud provided 
platforms.  

A. Cloud Computing 
Cloud computing is a service that provides organisations and 

individuals with a hosted computing, networking and 
information technology. Cloud computing providers offer a 
variety of different services to meet the needs of their 
consumers. Cloud computing providers reduce the amount of 
management and control that is required by their consumers. 
These services allow consumers to focus on their core 
competencies, instead of concerning themselves with the details 
of computer and networking infrastructure. There are three 
major areas of service that can be provided by cloud providers: 
Software as a Service (SaaS), Platform as a Service (PaaS) and 
Infrastructure as a Service (IaaS) [9]. SaaS provides an 
organisation with access, use and updates to software systems. 
Examples of SaaS services include Microsoft Office 365, Sales 
Force and DropBox [10]. PaaS provides a platform that allows 
consumers to create, test, run and manage applications. 
Examples of PaaS services include Microsoft Azure and 
Amazon Web Services (AWS) [11]. IaaS provides the 
infrastructure (-services and networking equipment) but does 
not perform management of the operating system and system 
software. Examples of IaaS include DigitalOcean, Linode and 
Rackspace [12]. NIST defines the nature of cloud computing 
characteristics: On-demand, broadband access, the pooling of 
resources, rapid elasticity and measured service [9].  

B. Advantages of Cloud Computing 
The growth of cloud computing over the past 20 years and 

the projected future growth clearly show that there are 
significant advantages to using cloud computing. The transition 
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to cloud computing has many benefits, which are classified in 
four categories [13]. 

Extrinsic Motivation: 
Research has shown that the ability to use the resources that 

are the state of the art and accessible 24/7 is a major benefit of 
cloud computing to many organisations [14]. The reduced cost 
for services that can be paid for as they are used rather than 
purchasing hardware upfront [15], [16] is another benefit. 

The standardisation of protocols, services and APIs has 
allowed the market to mature rather than fragmentize. Most 
cloud computing providers support standard technologies such 
as web services (http/https) for access and management [17]. 
Support for standard virtualization technologies like Open 
Virtualization Format (OVF) [18] has accelerated the adoption 
of PaaS by organisations [19]. 

The ability to develop, deploy and run applications without 
having to manage the location, configuration and security has 
simplified the process for organisations [20]. In fact, many of 
these cloud services (e.g., Dropbox, Zoom and YouTube) are 
ready to be deployed by any corporation with very little 
technical management required [21]. The ability of 
organisations to focus on management of services rather than 
technical requirements allows them to consolidate their 
resources and staff. Additionally, the readiness to deploy 
services can make organisations adapt to changes in the market 
very quickly. If a large provider like Dropbox does not deploy 
a new feature that a competitor possesses, they may lose market 
share. This provides a business market, where there is rapid 
change and the adaption of cloud solutions. Managers will be 
influenced by the promise of technology and they will embrace 
cloud computing, ignoring the associated risks. Diffusion 
theory [22] also suggests that relative advantages and 
observability of benefits accrued by early adopters of cloud 
computing provide the impetus for managers to adopt similar 
strategies. It is therefore highly likely that the perceived benefits 
of cloud computing will overpower any perceived associated 
risks and will provide extrinsic motivation to them in order to 
adopt higher usage of cloud computing. 
 
Hypothesis H1: The “Extrinsic Motivation” will increase the 
usage of cloud computing in the next five years, for both the 
manufacturing and service sectors. 

Intrinsic Motivation: 
The ability of organisations to flexibly deploy technology 

allows them to change at a rapid pace. Organisations rate 
flexibility, agility and speed as some of the most important 
technology issues [23]. Cloud providers offer services that are 
completely automated, which include the deployment of 
technology, monitoring of use and the billing of services used. 
Cloud computing allows inexpensive devices to drastically 
change functionality without any significant capital investment 
by an organisation. Organisations also have a reduced capital 
investment and reduced real estate [24]. The shared nature of 
cloud computing allows computing resources to be efficiently 
utilised, reducing energy usage and, in turn, helps reduce the 
carbon footprint of technology [25]. It is therefore highly likely 

that the perceived benefits of cloud computing such as 
flexibility, adaptability, agility, scalability, enhancing the 
mobility, collaboration and productivity of their workforce will 
provide intrinsic motivation to the managers in order to adopt 
higher usage of cloud computing. 
 
Hypothesis H2: The “Intrinsic Motivation” will increase the 
usage of cloud computing in the next five years, both in the case 
of manufacturing and service sectors. 

C. Perceived Risks (Disadvantages of Cloud Computing) 
The use of cloud computing introduces many new risks to 

organisations. Some examples of perceived risks include 
resource isolation failure, malicious attacks on the cloud 
provider and the breaching of data from the cloud provider [26]. 
These risks can be categorised into four different categories: 
legal, technical, organisational and operational [24].  
 

Legal. Many industries are regulated by state, federal, and 
international entities. The use of cloud computing then changes 
the legal requirements that must be met [24]. For example, if an 
organisation provides a website that stores Health Care data, 
then the Health Insurance Portability & Accountability Act 
(HIPPA) [27] provides restrictions on who can access the data. 
If an organisation provides digital services to customers that 
reside in the European Union, then that organisation must 
adhere to the General Data Protection Regulation (GDPR) [28]. 
These risks change the risk calculation performed by an 
organisation. Organisations will also try and purchase cyber 
insurance to mitigate these risks, by understanding the terms 
through which cyber insurance is in a constant state of flux. 
Additionally, the cost of cyber insurance can be a hidden risk, 
depending on the annual cost of the insurance as well as how 
much the insurance fails to pay out during an incident [29]. 
 

Technical. When organisations switch to using cloud 
computing, they lose the ability to control some features of the 
cloud environment. This may include the ability to control 
updates and audit systems [24]. If organisations choose to 
migrate current services to the cloud, they may lose technical 
expertise in such areas as cybersecurity, data management and 
infrastructure management.  
 

Organisational risks associated with cloud computing 
include the loss of professional IT specialists, who have an 
insight into IT. A business may lose the organisational 
workforce to migrate from one cloud service to another and 
maintain continuity with business goals. Reliance on cloud 
hosted services to provide business operations increases the risk 
that a disaster (natural or manmade) occurs. The occurrence of 
a natural disaster in a region of the country may cause the loss 
of network connectivity and thus the loss of cloud services.  
Additionally, there can be a loss of connectivity to a cloud 
service. The depletion of IT staff can make that loss more 
impactful, costly and lengthy. For example, when the city of 
Baltimore was hit by a ransomware attack, the understaffed IT 
department worked around the clock to reset stolen credentials 
[30]. The attack cost the city of Baltimore more than $10 



Information Technology and Management Science 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 2020/23 

3 
 

million to clean up and more than $8 million in lost revenue. 
The IT officer of Baltimore had warned that the IT department 
was understaffed, but the council ignored the warning [31]. 
 

Operational. Service Level Agreements (SLA) between an 
organisation and a cloud provider provide a contract of how the 
service should be provided to the organisation. Without proper 
levels of service, a cloud service may not meet the needs that an 
organisation is accustomed to with the traditional IT 
infrastructure. Additionally, if the cloud provider does not 
provide a level of service that meets the need of the 
organisation, then the business needs may not be met. The cloud 
causes an operational risk when the cloud provider is 
unavailable, whether it is due to a cloud failure or a local 
connectivity issue. The ability to transfer between cloud 
providers can also be a risk to business [32]. The risk of cloud 
vendor lock-in can pose a great challenge to organisations that 
want to adopt cloud technologies, as the promise of cloud 
computing is flexibility.  

Risk adverse organisations may choose to avoid risks 
associated with the investment in cloud computing. This choice 
may have precedence over low-level managers’ desire to 
implement such solutions. Therefore, loss aversion is more 
likely to sway their decision to cloud computing usage.  
 
Hypothesis H3: The “Perceived Risks” will decrease the usage 
of cloud computing in the next five years, both in the case of 
manufacturing and service sectors. 

D. Resource Limitation 
Cloud computing allows an organisation to move capital 

investment to the core of the business model from IT personal 
and technical infrastructure. IT has grown from 5 % of capital 
expenditures in the 1960s to almost 50 % in the 1990s [33]. The 
rise of the Internet in the late 1990s transformed business and 
commercial infrastructure in a way that had not been seen since 
the industrial revolution [34]. Cloud computing has allowed 
organisations to reduce capital expenditures and become more 
flexible and agile. Organisations can use capital to invest in IT 
personnel with different skill sets or to prioritise new projects 
[35]. For example, an organisation may choose to invest in the 
management of multiple cloud vendors. This investment 
requires the organisation to develop the core competency to 
manage vendors and service level agreements [36]. The line 
between off-the-shelf software and cloud computing has also 
blurred, as software publishers provide cloud versions of their 
software. Microsoft has pushed many services, such as 
Microsoft Office, Windows and Xbox, to online offerings, such 
as Office 365, Azure and Xbox Live [37]. The new flexibility 
allows organisations to deploy services more rapidly than with 
traditional models, which provides perceived benefits, such as 
increased stock evaluations and faster market deployment [38]. 
Many organisations will choose to purchase software rather 
than to build the software in-house. Current organisational 
needs can be met with the integrated, large-scale application 
software. Associated risks in developing such software in-
house are significantly high, as the risk of going over budget 
and under delivering will also steer organisations to purchase 

cloud computing solutions [39]. Therefore, the resource 
constraints will likely to be a leading factor in the decision made 
by managers in higher usage of cloud computing solutions.  
 
Hypothesis H4: The “Resource Constraints” will increase the 
usage of cloud computing in the next five years, both in the case 
of manufacturing and service sectors. 

III. METHODOLOGY 
This study is an extension of [13], which was exploratory and 

preliminary in nature. The current study is an in-depth analysis 
and categorization with comparison between manufacturing 
and service sectors. The study looks at these sectors 
independently to discover which attributes are important to 
decision makers in each sector in their determination of cloud 
computing utilisation and budget allocation. While [13] 
introduces understanding the factors that are important to the 
overall usage adoption decision of this information technology 
delivery model and the implications for organizations in the 
United States, this paper provides an in-depth analysis of cloud 
computing usage in the manufacturing and service sectors in the 
United States. Further, it evaluates the contributing factors that 
drive the changes in planned IT investment in cloud computing, 
as well as the planned changes in IT budget allocations.  

Following [40], the analysis was performed in three stages, 
detailed in [13]. At the first stage, questionnaire items were 
finalised using a face validity assessment process, which 
generated 29 questions (D1-D29) corresponding to the factors 
that decision makers perceived to be important for the adoption 
of cloud computing. 

A. Stage 1. Face Validity 
Face validity of each item was assessed in three steps. First, 

a list of items was initially developed for the questionnaire, 
based on the authors’ expertise in the Management, MIS and IT 
disciplines. These items operationalized the variables of 
interest. The authors reached preliminary consensus on the 
question phrasings and then independently assessed them. 
These assessments were compared for inter-rater concordance, 
and questions rephrased as needed. Finally, IT executives from 
four different firms reviewed question phrasings and the time 
required to respond.  

A Delphi-like technique was used to finalize the phrasing of 
measured items as explained in [13].  In the Delphi method, 
experts were consulted across multiple rounds to anonymously 
answer the questions under consideration.  After each round, 
results were reviewed, and questions revised based on the 
information gained.  Multiple rounds were conducted until 
either consensus was achieved or no additional perspectives 
were obtained.  For this study and the [13] study, classification 
of questions into variables was conducted using a panel of seven 
industry experts from various backgrounds.  

B. Stage 2. Data Collection and Construct Validity 
During the second stage, the survey was given, and items 

ranked based on their average respondent scores. Following the 
guidelines suggested by [41], [42], a six-page questionnaire was 
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administered as described in [13]. To mitigate non-responses, 
no open-ended questions were utilised. 

The targeted sample was IT professionals with some 
responsibility for making IT management decisions (executive, 
director, first line management, middle management) from 
manufacturing and service sectors in the United States. The 
sampling frame was a fee-based online panel of IT 
professionals offered by Qualtrics, a leading online survey 
research platform. Study [43] indicated that such online panels 
were of lower cost, provided faster responses, and had the 
ability to obtain a targeted sample of people who were scarce in 
the general population [13]. 

Those who chose to participate were first asked to indicate 
the industry they were employed in. To ensure adequate 
representation of each industry type, target quotas of 80 service 
sector responses and 70 manufacturing sector responses were 
established.  The service sector industry type had an additional 
target quota of 40 respondents in the Computer Software 
industry sector and 40 respondents for other service industry 
sectors. Once a quota was reached, Qualtrics deactivated the 
links given in the invitation to participate for that particular 
sector.  The deactivated links were based upon the industry each 
respondent’s panel profile indicated they were employed in.  
Respondents who began a survey before the link was 
deactivated were allowed to finish the survey. Out of the initial 
sample size of 153, the total of 148 usable responses were 
received, resulting in a 97 % response rate [13]. 

The questionnaire also asked the participant to provide the 
percentage of the current IT budget (item C1) and expected IT 
budget in five years (item C2) allocations to buying and 
management of different types of IT services: 1. In-House; 2. 
Outsourcing/Offshoring; 3. Cloud Computing; and 4. 
Application Service Provider (ASP). These questions give an 
insight into the future growth planned for cloud computing 
relative to other planned IT investments for the manufacturing 
and service sectors. The change in expected IT budget 
allocation for cloud computing was employed as a dependent 
variable in the statistical analysis of the four hypotheses. 
 

Profile of Responding Firms and Respondents 
In the manufacturing sector, 67.6 % of the 71 respondents 

were from manufacturing and 23.9 % from computer hardware, 
while in the service sector, 77 respondents included 38 from 
computer software and 19 from technology, making that 
industry representation relatively higher (49.4 % + 24.7 % = 
74.1 %) compared to other industries. Respondents in the 
manufacturing sector were distributed fairly in good proportion 
among the organisations with sales revenue between $5 million 
and $1 billion, while in the service sector the fair distribution 
was between sales revenue of $5 million to $2 billion.  

The perception about issues related to IT seems to have a fair 
representation based on the respondent’s profile in the 
organisation. The largest proportion of respondents, both in the 
manufacturing and service sectors, was from senior level 
management. More than 70 % of the respondents in 
manufacturing, as well as in the service sector, were from top 
management, i.e., first line management and above (directors 

and executives). Furthermore, more than 75 % of the 
respondents (either in the manufacturing or service sector) were 
from information systems departments, as intended for this 
survey research. The remaining respondents were directly 
associated with the information systems department. In most of 
the respondents’ organisations, the full-time information 
systems’ employees were 100 or higher having IT department’s 
budget more than $10 million. 

 
Suitability of Respondent Data 

TABLE I 
MEASUREMENT OF SAMPLING ADEQUACY USING KMO  

AND BARTLETT’S TEST OF SPHERICITY 

Prior to factor extraction, the suitability of respondent data 
for Step 3 (focusing on a factor analysis) was assessed. The test 
used included Kaiser-Meyer-Olkin (KMO) Measure of 
Sampling Accuracy [44], [45] Correlation Analysis [46], and 
Bartlett’s Test of Sphericity [47]. SPSS version 23.0 was used 
for all data analysis conducted in this study. The KMO index is 
recommended when the cases to a variable ratio are less than 
1:5. The KMO index ranges from 0 to 1, with 0.5 considered 
suitable for a factor analysis [48], [49]. When analysing the 
correlations of the items, only items with a correlation of 0.4 
and above were retained for a factor analysis [46]. All items 
were correlated with all other items at the level greater than 0.4 
with 0.406 being the lowest correlation between any two items. 
The Bartlett’s Test of Sphericity should be significant 
(p < 0.05) for a factor analysis to be suitable [48], [49]. For the 
data used in this study, the KMO index was 0.929 and Bartlett’s 
Test of Sphericity had a significance level p = 0.000 (Table I); 
therefore, the respondents’ data were suitable for a factor 
analysis. 

C. Stage 3. Factor Analysis 
Stage 3 was divided into three parts: (A) exploratory factor 

analysis using a principal component factor analysis with 
Varimax rotation, followed by a confirmatory factor analysis to 
group the measured items by the constructs (or factors) that 
contributed to the adoption decision of cloud computing; (B) 
exploration of data clusters/classifications; and (C) 
development of the regression model to test the hypotheses. 

 
Stage 3. Part A. Exploratory Factor Analysis 
Exploratory factor analysis was used to classify survey items 

into four factors: Extrinsic Motivation, Intrinsic Motivation, 
Perceived Risks, and Resource Constraints, to eliminate items 
with low factor loadings. The number of factors were selected 
based on [50]. As described in [13], a principle component 
analysis extraction method with varimax rotation was used, first 
considering the number of factors contributing to cloud 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.929 
Bartlett’s Test of Sphericity Approx. Chi-Square 1537.033 

df 78 
Sig. 0.000 
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computing adoption/usage that would exceed 0.6 variance 
explained. Items with loadings less than 0.6 were dropped [51]. 

TABLE II 
FACTOR ANALYSIS – LOADING AND VARIANCE IN THE FOUR-FACTOR MODEL 

(RESCALED) 

Item Loadings under the Four-Factor 
Model Rescaled Component 

 F1 F2 F3 F4 

Extrinsic Motivation  

D3 Access to world-class capabilities, 
including 24/7 services 0.692 0.341 0.225 0.0351 

D24 Maturity and standardisation of 
technology 0.680 0.216 0.339 0.357 

D27 Simplifying overall IT environment and 
data centre or IT consolidation 0.765 0.218 0.355 0.138 

D28 Rapid change in business process cycle 0.811 0.279 0.255 0.199 

D29 Shrinkage in system life cycle 0.677 0.504 0.160 0.291 

Intrinsic Motivation  

D7 Firms become more flexible, dynamic, 
adaptable, agile, and have scalability 0.537 0.203 0.678 0.075 

D20 Saving energy and reducing carbon 
footprint (Greener IT) 0.188 0.163 0.777 0.401 

D23 Improving mobility, collaboration, and 
productivity 0.412 0.310 0.666 0.132 

Perceived Risks  

D15 Higher resistance from employees – job 
loss, lower employee morale, potential for 
poor quality 

0.252 0.749 0.379 0.267 

D16 Potential breach of security 0.379 0.847 0.048 0.141 

D18 Risks during transition 0.216 0.720 0.353 0.312 

Resource Constraint  

D10 Lack of internal resources 0.200 0.212 0.251 0.859 

D12 Cost of failure 0.410 0.341 0.154 0.739 

 
Table II shows the four-factor model for factor loadings of 

13 out of the 29 measured items after this process, with 
important factorings in bold. We used lavaan package in R to 
fit the model. The CFA supported the model overall. In 
particular, a value above 0.90 for the Comparative Fit Index 
(CFI = 0.935) and the Tucker-Lewis Index (TLI = 0.914) 
indicated that the model was a good fit [52]. Cronbach’s alpha 
reliabilities of all factors were within the traditionally 
acceptable range [53] of above 0.70. These values led to the 
conclusion that the four-factor model was acceptable. Table III 
summarises each factor’s measuring items and Cronbach’s 
alpha reliability values. 

The discussion in [13], which found that items related to 
extrinsic motivation “reflect that executives were more likely to 
move to cloud-based services when they believed doing so 
would allow them to better cope with a rapidly changing 
business environment;” items related to intrinsic motivation, 
“reflect executives were more likely to move to cloud computing 
when they perceived that it would strengthen the company, 
assisting them to gain a competitive advantage in implementing 
their business strategy;” items related to perceived risks reflect 
executives’ perception of risk, and if they perceive “there is less 

risk associated with using cloud computing instead of owned 
resources, they are more likely to switch to cloud-based 
systems;” and finally, items related to resource constraint 
“indicate the degree to which executives saw cloud computing 
as an inexpensive and supplementary solution to acquiring and 
managing IT resources.” 

TABLE III 
FACTORS WITH MEASURING ITEMS IN THE FOUR-FACTOR MODEL 

 Cronbach’s Alpha 

Factor Item Code Manufacturing 
Sector Service Sector 

Extrinsic 
Motivation 

D3, D24, 
D27, D28, 
D29 

0.929 0.925 

Intrinsic Motivation D7, D20, D23 0.842 0.816 

Perceived Risks D15, D16, 
D18 0.903 0.846 

Resource Constraint D10, D12 0.862 0.829 
 
The first construct, Extrinsic Motivation, was measured 

using five items as shown in Table II (Items D3, D24, D27, 
D28, D29). The second construct, Intrinsic Motivation, was 
measured by three items (D7, D20, D23). The third construct, 
Perceived Risks, was measured with Items D15, D16, D18. 
Finally, the fourth construct, Resource Constraint, was 
measured by items D10, D12. These items seem to indicate the 
degree to which executives saw cloud computing as an 
inexpensive and supplementary solution to acquiring and 
managing IT resources. 

The remaining 16 of the 29 items measured not shown in 
Table II are as follows: D1 Cost differential; D2 Improving 
business focus by keeping a leaner business model; D4 
Accelerated reengineering benefits; D5 Financial risks shared 
with cloud computing vendor; D6 Shortage of information 
technology professionals; D8 Redirection of resources; D9 
Increased availability of capital funds; D11 Management of 
problematic and complex IT functions; D13 Improving 
customer satisfaction; D14 Misuse of shared organisation’s 
knowledge by vendors against company’s interest; D17 
Relationship management with suppliers, including reliability 
and availability; D19 Risk of portability and interoperability; 
D21 Increasing IT innovation, moving at the speed of change, 
and time to market; D22 Compliance concerns and legal issues; 
D25 Ease of use; and D26 Limited customized solution (highly 
standardised utility like services). 

 
Stage 3. Part B. Decision Tree 
Step 3 Part B explored data clusters/classifications using a 

principal component analysis and decision trees to identify 
clusters/classifications and to assess the feasibility of usage of 
various models, which could be used for further analysis (now 
and in future). For statistical/analytical techniques, we used the 
R programming language on various models that were built on 
the subsets of:  the components; type of industrial sectors, i.e., 
manufacturing and services; and firm sizes. 

Contrary to linear or polynomial regression that creates 
global models (the predictive formula is supposed to hold in the 
entire data space), a decision tree effectively creates a different  
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Fig.1. Decision Tree for Manufacturing and Services Sectors. 
 

Fig. 2. Decision Tree for growth of allocation in budget for cloud computing. 
Firm size classified as: small, medium and large. 

 

Fig. 3. Decision Tree classification for growth of allocation in budget. 
 

 
 

 

Fig.4. cv.model.pruned<-prune.misclass(tree.model, best=best.size)–summary 
(cv.model.pruned). 

TABLE IV 
THE STATISTICAL SIGNIFICANCE OF THE FULL MODEL 

 

Fig. 5. Current and projected change in the allocation of IT budget for various 
services – Service Sector. 

Fig. 6. Current and projected change in the allocation of IT budget for various 
services – Manufacturing Sector. 
 

Coefficients Estimate Std. Error t-value Pr(>|t|) 
(Intercept)  12.558 2.110 5.952 1.98e−08 *** 
cloud.old  0.813 0.041 19.723 < 2e−16 *** 
Industry (service)  −0.734 1.622 −0.452 0.6517 
firm.size (sme) −4.079 1.697 −2.403 0.0175 * 
cloud.pca1  0.471 0.198 2.375 0.0189 * 
cloud.pca2  1.443 0.698 2.068 0.0404 * 

0

5

10

15

20

25

30

35

40

2016 Future-2021

Service Sector Percentage of IT Budget Allocation

In House Outsourcing Cloud ASP

0

10

20

30

40

50

2016 Future-2021

Manufacturing Sector Percentage of IT Budget 
Allocation

In House Outsourcing Cloud ASP



Information Technology and Management Science 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 2020/23 

7 
 

model on each part of the data. “Leaves of a decision tree are 
class names, other nodes represent attribute-based tests with a 
branch for each possible outcome. In order to classify an object, 
we start at the root of the tree, evaluate the test, and take the 
branch appropriate to the outcome. The process continues until 
a leaf is encountered; at which time the object is asserted to 

belong to” [54]. We can prune the tree to prevent overfitting, 
and we can choose how many leaves we want the tree to have 
and create the best tree with that size. For classification trees we 
can also use argument method="misclass" so that the pruning 
measure should be the number of misclassifications.  

TABLE V 
CHANGE IN IT BUDGET ALLOCATION 

 

As shown in Fig. 1, the misclassification rate is 0.1622 
(16.22 %), which seems to be on a higher side to generalize the 
classification as significant. The misclassification rate in Fig. 2, 
0.3108 (31.08 %), and Fig. 3, 0.2136 (21.36 %), seem to be on 
a higher side to generalize the classification as significant. 
Using the test data (Fig. 4), from the plot, point prediction, and 
results to find the best tree, using k-fold, which gives the 
deviance from each k (criteria: small is better), the classification 
tree for the size of organisation (small, medium, and large) 
reveals that the misclassification rate is 0.3495 (34.95 %), 
which seems to be on a higher side to generalize the 
classification as significant.  

The results from the decision tree were not significant. One 
of the reasons for insignificant results might be a lower sample 
size. Considering this aspect of lower sample size, we intended 
to explore further the usability of these methods for our future 
studies where we might have a higher sample size. We 
continued our analysis using the traditional approach, i.e., the 
development of a regression model for the study. 

Stage 3. Part C. Regression Model 
In the model (MODEL: cloud.new ~ cloud.old + industry + 

firm.size + cloud.pca1 + cloud.pca2, data = model1), the 
dependent variable is the expected budget allocation for cloud 
computing (cloud.new); and independent variables include: 

Budget allocation for cloud computing (cloud.old), Industry 
(service vs. manufacturing), Firm revenue (large vs. small and 
medium), and two principal components (~ 67 % variance) 
from the 29 measured items. This full model is statistically 
significant with multiple R2: 0.7741, Adjusted R2: 0.7661;  
F-statistic: 97.3 on 5 and 142 DF, p-value: < 2.2e-16 
(Significant). The detailed results are shown in Table IV. 

Based on the analysis, it can be inferred that future trends (in 
2021) in the allocation of IT budget in cloud computing have 
significant association with the present (in 2016) allocation of  
budget in cloud computing. Furthermore, the future trends (in 
2021) in the allocation of IT budget in cloud computing has also 
significant association with the size of the firms.  

IV. RESULTS AND DISCUSSION 
The analysis was performed using SPSS Version 23.0, the 

data/variables were computed separately for the manufacturing 
and service sectors for ranking of data items/variables, and 
growth in the trends of allocation of IT budget in cloud 
computing. Furthermore, the computation was extended to 
perform a stepwise regression analysis to assess the identified 
factors (Extrinsic Motivation, Intrinsic Motivation, Perceived 
Risks, and Resource Constraint) to test the hypotheses. 

 N Min Max Mean Std. 
Error Std. Dev Variance Skew- 

ness 
Std. 

Error 
Kurto- 

sis 
Std. 

Error 
Manufacturing Sector 
C1_1 InHouse 2016 71 0 100 40.54  26.045 678.338 0.598 0.285 −0.501 0.563 
C2_1 InHouse 2021 plan 71 0 100 37.11  25.209 635.473 0.891 0.285 0.112 0.563 
Change in InHouse 71 −60 50 −3.42  12.849 165.105 −0.507 0.285 8.342 0.563 
C1_2 Outsourcing 2016 71 0 80 18.82  16.626 276.437 1.224 0.285 2.662 0.563 
C2_2 Outsourcing 2021 plan 71 0 80 18.51  16.199 262.396 0.984 0.285 1.961 0.563 
Change in Outsourcing 71 −25 20 −0.31  6.863 47.103 −0.873 0.285 3.737 0.563 
C1_3 Cloud Computing 2016 71 0 80 24.44  15.642 244.678 1.023 0.285 2.636 0.563 
C2_3 Cloud Computing 2021 plan 71 0 100 29.44  18.852 355.392 1.270 0.285 2.850 0.563 
Change in Cloud Computing 71 −25 60 5.00  12.677 160.714 1.780 0.285 5.456 0.563 
C1_4 ASP 2016 71 0 50 16.21  13.332 177.740 0.187 0.285 −0.742 0.563 
C2_4 ASP 2021 plan 71 0 50 14.94  12.731 162.082 0.407 0.285 −0.187 0.563 
Change in ASP 71 −40 20 −1.27  7.451 55.513 −1.975 0.285 10.948 0.563 
Service Sector 
C1_1 InHouse 2016 77 5 100 36.45 2.635 23.123 534.672 1.367 0.274 1.151 0.541 
C2_1 InHouse 2021 plan 77 0 100 36.08 2.654 23.291 542.468 1.303 0.274 1.104 0.541 
Change in In-House 77 −30 40 −0.38 1.238 10.863 118.001 0.517 0.274 3.460 0.541 
C1_2 Outsourcing 2016 77 0 50 19.53 1.461 12.821 164.384 0.005 0.274 −0.456 0.541 
C2_2 Outsourcing 2021 plan 77 0 50 18.23 1.407 12.350 152.524 −0.272 0.274 −0.752 0.541 
Change in Outsourcing 77 −35 35 −1.30 1.164 10.214 104.317 −0.256 0.274 3.856 0.541 
C1_3 Cloud Computing 2016 77 0 80 25.65 1.691 14.835 220.073 1.282 0.274 3.868 0.541 
C2_3 Cloud Computing 2021 plan 77 0 80 26.31 1.722 15.114 228.428 1.070 0.274 2.603 0.541 
Change in Cloud Computing 77 −50 25 0.66 1.273 11.172 124.806 −0.960 0.274 5.233 0.541 
C1_4 ASP 2016 77 0 60 18.36 1.422 12.477 155.682 0.624 0.274 0.875 0.541 
C2_4 ASP 2021 plan 77 0 60 19.38 1.427 12.519 156.738 0.248 0.274 0.311 0.541 
Change in ASP 77 −25 50 1.01 1.126 9.878 97.566 1.556 0.274 8.008 0.541 
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A. Trends in the Allocation of IT Budget for Various Services 
Table V shows growth in spending on cloud computing 

(includes application service providers (ASP), which is 
considered another form of cloud computing) over five years. 
In the manufacturing sector, this growth was 3.73 %, while 
growth in the service sector was 1.67 %. In 
outsourcing/offshoring, there was a decline of 0.31 % for the 
manufacturing sector and 1.30 % for the service sector. 
Considering ASPs and cloud computing as another form of 
outsourcing/offshoring, the overall decline (3.42 %) of in-house 
IT services shifted to IT outsourcing/offshoring; ASPs, and 
cloud computing over a period of five years in the 
manufacturing sector and 0.38 % in the service sector. 

In terms of IT budget in 2016, about 40 % was dedicated to 
in-house, and the rest was allocated to outsourcing/offshoring 
(18 %), cloud computing (25 %), and ASP (16 %) in the 
manufacturing sector. Overall, the planned in-house IT services 
budget for the manufacturing sector declined slightly to about 
37 % in 2021 with the increase absorbed in cloud computing 
(29 %); while other areas stayed relatively unchanged: 
outsourcing/offshoring (18 %) and ASP (15 %). The service 
sector allocation in 2016 was 36 % for in-house development, 
19 % for outsourcing/offshoring, 25 % for cloud computing, 
and 18 % for ASPs. Planned in-house IT services budget in the 
services sector stayed consistent (36 %) in 2021, with minor 
adjustments in other categories, 26 % for cloud computing; 
18 % for outsourcing/offshoring, and 19 % for ASPs. 

For the trends in cloud computing budget allocation, the 
kurtosis were mostly in the range of 5 for both sectors, while 
the responses were skewed positively to 1.78 for the 
manufacturing sector and negatively to 0.96 for the service 
sector. Please refer to the next section for the implications of 
these trends.  

Figures 5 and 6 show the expected change in the usage of IT 
services. The contribution in each category is approximately 
equal in percentage ranging from 20 to 40 in both 
manufacturing and service sectors. The projected changes in IT 
budget allocation decisions in five years reveal that respondents 
perceive a marginal decline in the expected in-house services 
and IT outsourcing/offshoring, and a marginal increase in the 
usage of cloud services. However, in case of the usage of ASPs, 
there is a decline in the manufacturing sector, while a marginal 
increase in the service sector. 

B. Regression Analysis f Major Hypotheses and Contributing 
Factors to Support the Trends in the Usage of Cloud Computing 
Regression analysis was used to evaluate hypotheses H1– H4 

for the four predictors: Extrinsic Motivation, Intrinsic 
Motivation, Perceived Risks, and Resource Constraint.  Tables 
VI–VII show the analysis for the manufacturing sector and 
Tables VIII–IX for the service sector to predict the change in 
percent of budget for cloud computing and the growth in cloud 
computing. 

In the manufacturing sector, hypotheses H1, H2, H3, and H4 
were not supported as the model was statistically insignificant 
for the change in percent of the budget allocation for cloud 
computing, between 2016 and 2021, with an R2 of 0.41,  

F-statistic of 0.714, and a p-value of 0.585. Coefficient 
estimates in Table VII show insignificant p-values of all four 
factors.  

A statistically significant (p < 0.05) F-statistic signifies the 
model did a good job of predicting the outcome variable and a 
significant relationship between the predictors and dependent 
variable. The low value of R2 possibly signifies that additional 
predictors can increase the explanatory power of the model. In 
manufacturing sector, after eliminating all variables except 
Extrinsic Motivation, the model is statistically significant for 
the change in Cloud Computing budget allocation with an R2 of 
0.216, F-statistic of 18.955, and a p-value of 0.000. Coefficient 
estimates shown in Table VIII also show significant p-values of 
variable Extrinsic Motivation for Cloud Computing. In case of 
the manufacturing sector, hypothesis H1 was supported, while 
H2, H3, and H4 were not proven for growth in budget 
allocation. 

In the service sector, the model is statistically significant for 
growth in percentage of budget allocation for cloud computing, 
with an R2 of 0.064, F-statistic of 5.133, and a p-value of 0.026. 
Coefficient estimates shown in Table IX also demonstrate 
significant p-values (0.026) of the variable Intrinsic Motivation 
for Cloud Computing. Therefore, in case of the service sector, 
hypothesis H2 was supported, while H1, H3, and H4 were not 
supported. 

Furthermore, in the service sector, even after eliminating 
three variables from the analysis, the model is statistically 
significant for growth in Cloud Computing budget allocation 
for 2021 with an R-Square of 0.125, F-statistic of 10.703, and a 
p-value of 0.002. Coefficient estimates from the regression 
analysis shown in Table IX also demonstrate significant p-
values (0.002) of variable Intrinsic Motivation for Cloud 
Computing. In the service sector, hypothesis H2 was supported 
for the growth in cloud computing budget allocation, while H1, 
H3, and H4 were not supported. 

C. Implications of IT Budget Allocation 
This study demonstrated that by 2021, organisations would 

be meeting IT needs by investing small amount of IT budget in 
cloud computing. The small growth in all forms of outsourcing 
(including cloud computing and ASPs) over a period of five 
years (3.42 % for the manufacturing sector and 0.38 % for 
service sector) corresponds to reduction in in-house IT services 
budget. 

About 40 % of the IT budget dedicated to cloud computing 
and ASP in the manufacturing sector in 2016 and about 44 % in 
the service sector along with the planned increase (44 %) in the 
next five years for cloud computing of the IT budget in the 
manufacturing sector and 46 % in the service sector imply that 
organisations are satisfied with this option without 
compromising other alternative avenues such as IT outsourcing/ 
offshoring and in-house development. 

The allocation of IT budget has an important implication for 
the recruitment of IT professionals in specific areas and 
subsequently the need to develop curricula at educational 
institutions to respond to the labour market. For example, to 
develop applications in the manufacturing sector where 
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approximately 44 % of IT budget is allocated to the 
combination of IT cloud computing and IT application service 
provider, relatively few IT professionals having skills in 

business processes are needed for the implementation of readily 
supported IT applications. 

TABLE VI 
REGRESSION ANALYSIS COEFFICIENTS FOR GROWTH IN PERCENT OF BUDGET IN CLOUD COMPUTING IN THE MANUFACTURING SECTOR 

TABLE VII 
REGRESSION ANALYSIS COEFFICIENTS FOR ASSOCIATION BETWEEN THE MANUFACTURING SECTOR GROWTH IN CLOUD COMPUTING BUDGET ALLOCATION IN 

YEAR 2021 

TABLE VIII 
REGRESSION ANALYSIS COEFFICIENTS FOR CHANGE IN PERCENT OF BUDGET IN CLOUD COMPUTING IN THE SERVICE SECTOR 

TABLE IX 
REGRESSION ANALYSIS COEFFICIENTS FOR ASSOCIATION BETWEEN THE SERVICE SECTOR GROWTH IN CLOUD COMPUTING BUDGET ALLOCATION IN YEAR 2021 

 Coefficientsa 

Model 
Unstandardized 

Coefficients 
Standardized 
Coefficients t Sig.  Sum of 

Squares df F Sig 

B Std. Error Beta        

1 
(Constant) 21.50 7.647  2.812 0.006 Regression 3132.2 1 10.70 0.002 
Intrinsic 
Motivation 4.910 1.501 0.353 3.272 0.002 Residual 21 948.4 75   

      Total 25 080.5 76   
Dependent Variable: SCloud 2021 
Predictors: (Constant), Intrinsic Motivation 

 
 
 

 

 Coefficientsa 

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients t Sig  Sum of 

Squares df F Sig 

B Std. Error Beta        

1 
(Constant) 0.960 5.470  0.176 0.861 Regression 420.31 4 0.714 0.585 

Extrinsic 
Motivation 3.309 2.277 0.390 1.453 0.151 Residual 9715.6 66   

Intrinsic 
Motivation −0.812 2.025 −0.094 −0.401 0.690 Total 10135 70   

Perceived Risks −0.529 1.547 −0.070 −0.342 0.734      
Resource 
Constraint −1.532 1.358 −0.205 −1.128 0.263      

Dependent Variable: Change in Cloud Computing 
Predictors: (Constant), Extrinsic Motivation, Intrinsic Motivation, Perceived Risks, Resource Constraints  

 Coefficientsa 

Model 
Unstandardized 

Coefficients 
Standardized 
Coefficients t Sig.  Sum of 

Squares df F Sig 

B Std. Error Beta        
1 (Constant) 9.929 8.238  1.205 0.232 Regression 7070.5 1 18.96 0.000 

Extrinsic 
Motivation 7.094 1.629 0.464 4.354 0.000 Residual 25 738.2 69   

      Total 32 808.7 70   
Dependent Variable: MCloud 2021 
Predictors: (Constant), Extrinsic Motivation 

 Coefficientsa 

Model 
Unstandardized 

Coefficients 
Standardized 
Coefficients t Sig.  Sum of 

Squares df F Sig 

B Std. Error Beta        

1 
(Constant) −6.926 3.926  −1.764 0.082 Regression 396.027 1 5.13 0.026 

Intrinsic 
Motivation 1.746 0.771 0.253 2.266 0.026 Residual 5786.86 75   

      Total 6182.88 76   
Dependent Variable: Change in Cloud Computing 
Predictors: (Constant), Extrinsic Motivation, Intrinsic Motivation, Perceived Risks, Resource Constraints  
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For the remaining, where 57 % of IT budget is allocated in 
the manufacturing sector, the IT department may either obtain 
in-house or procure from outsourcers. If they were to obtain in-
house, they would need to recruit and/or maintain a team of IT 
professionals. 

Finally, the study also showed that organisations would rely 
on both inside and outside sources to fulfil their IT needs – i.e., 
in-house IT department, outsourcers, application service 
providers, and cloud computing. The dominance of outside 
sources in turn demands the IT department to collaborate with 
different vendors. Therefore, vendor development as well as 
management is expected to be a vital function and thus must be 
incorporated in training the future generations of IT 
professionals. 

V.  CONCLUSION 
The main objective of this study was to gain a better 

understanding of the current and future trends in the usage of IT 
cloud computing and its implications for organisations in the 
manufacturing and service sectors in the United States. This 
study found extrinsic motivation to be an important factor in the 
manufacturing sector’s decision to increase the IT budget 
allocation for cloud computing as executives indicated it would 
allow them to better cope with the rapidly changing business 
environment; and also found intrinsic motivation to be an 
important factor in the service sector’s decision, as executives 
indicated that cloud-based services would strengthen their 
company, assisting them to gain a competitive advantage in 
implementing their business strategy. 

There are several opportunities for future research from this 
study. First, further refinement of the measuring items is 
warranted; while the current survey items helped advance this 
exploratory research, the number of factors that are cross-
loaded is a concern. Second, the results suggest that it might be 
useful to develop a more comprehensive model; additional 
factors such as organisational maturity and IS sophistication 
might be considered. Third, a longitudinal study (if possible) 
definitely improves the robustness of the result. 
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