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Cell attachment is of paramount importance in implant design, bioreactor design, tissue engineer-
ing and the design of non-fouling surfaces. Surface roughness is a significant factor that affects
cell attachment. To explore the impact of roughness characteristics, micromachining approaches
can be used to fabricate surfaces with controlled microscale topography. When optical micros-
copy is employed to study cell attachment to optically opaque micropatterned surfaces, one
needs to separate the area of an image coated with cells from the background. Manual cell count-
ing can be used to assess the amount of attached cells. However, this process is very time con-
suming, when the studied surface is larger than several square millimeters. This paper describes
an approach for the automatic estimation of the area of cells attached to the surfaces of micro-
patterned optically opaque platforms. Saccharomyces cerevisiae yeast cells were used to test the
developed approach. The approach uses image registration and segmentation tools available in
MathWorks MATLAB R2020b Image Processing Toolbox. The factors that affect the accuracy of
the developed approach (magnification, contrast and focus) as well as the ways of improving the
results are discussed.

Keywords: cell attachment analysis, attached cell area, image processing, MATLAB, micropat-

terned surfaces.

INTRODUCTION

Proper cell attachment to the surface of a substrate is a pre-
requisite in many biomedical and biotechnological applica-
tions (Tirrell et al., 2002; Li et al., 2017), for instance when
designing implant surfaces (Bacakova et al., 2011) and
scaffolds used for tissue engineering (Wu et al., 2014). One
of the approaches for controlling cellular attachment to a
substrate’s surface is surface roughness engineering — the
design of surfaces that either repel or entrap target cells, de-
pending on the application (Nikkhah ez al., 2012).

Micropatterning of surfaces to control cell attachment has
found applications in the design of microfluidic devices (Er-
mis et al., 2018), bioreactors (Cui et al., 2011), anti-fouling
materials (Cuello et al., 2020), tissue scaffolds (Chen et al.,
2015) and implant surfaces (Pelaes-Vargas et al., 2011).
The geometrical parameters of such surfaces — the shape,
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height, length, width and the distance between microstruc-
tures — can be easily assigned using existing CAD software
with the possibility of translating the developed models ei-
ther into manufacturing documentation or for use in physi-
cal simulations. In coup with modern micromachining tech-
nologies (Gentili et al., 2005), these digital models can be
used to manufacture cell immobilisation platforms that pos-
sess an array of surface roughness elements with strictly de-
fined geometry. This in turn allows for the design of sur-
faces with the optimal parameters for the attachment and
proliferation of target cells.

To understand which combination of surface roughness pa-
rameters will lead to the desired degree of cell attachment,
optical microscopy studies of large substrate surfaces —
millimetres to centimetres in area — should be prioritised
over the random selection of only several fields of view to
reduce statistical inconsistencies. However, when dealing
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with such a large image set, the process of counting the at-
tached cells for every field of view will be prohibitively
time-consuming. Therefore, the use of automatic counting
of attached cells is necessary. Techniques for cell counting
on optically smooth surfaces are numerous and freely avail-
able (Cedena-Herrera et al., 2015). Yet, when it comes to
studying cell attachment to rough, optically opaque sur-
faces, considerable difficulties arise when trying to distin-
guish a cell from the surrounding substrate topography, thus
prohibiting the use of simple contrast/brightness-based au-
tomatic cell counting techniques. In such cases fluorescent
staining can improve the contrast between the cells and the
surface; however, it cannot be used in cases when studying
cell attachment since staining may disrupt a living cell’s
metabolism and alter its surface composition and with that
its ability to attach to a substrate (Alford et al, 2009; Ansari
et al, 2016). Therefore, an approach for counting the at-
tached cells that can distinguish a cell from its surroundings
without the use of fluorescence is required.

If the image of the surface roughness of a sample has been
recorded before cell attachment occurred, then it can be fil-
tered out from an image acquired after cell deposition was
performed. Image registration algorithms make it possible
to precisely overlay two similar images even if they were
acquired with lateral or rotational shifts, if these shifts are
not too large (Zitova et al, 2003). The use of cell immobili-
sation platforms with a strictly defined surface roughness
that consists of an array of periodic elements as a surface
for cell deposition makes image registration easier since (1)
it requires only a single image of the surface taken before
cell deposition to be used as an overlay (all surface regions
that encompass several full microstructures are equivalent
to every other region of the same size) and (2) similarities
between the two surfaces become abundant due to the pres-
ence of recurring geometrical features, e.g., straight lines,
which speeds up the process of convergence on the optimal
overlay.

After overlaying the images, the intensity/colour contrast
values of pixels for both images can be subtracted from one
another and what is left can be considered as attached cells.
Such a subtraction may lead to a resulting image with low
contrast of the deposited cells vs. the background surface.
To make the cells stand out an adaptive histogram equalisa-
tion algorithm can be used, which will stretch out the pixel
intensity histogram, thus significantly increasing the range
of pixel intensity values. Then, an image segmentation algo-
rithm can be applied to separate out the now-visible cells
from an evenly coloured background. This will allow to es-
timate the image area taken up by cells. All of the above-
mentioned image processing tools are available in the Math-
Works” MATLAB Image Processing Toolbox and can be
combined into a single attached cell counting algorithm
(MathWorks Nordic, 2020).

Thus, the aim of this work was to use the tools available in
MathWorks’ MATLAB for detection and estimation of the
area taken up by unstained cells attached to a micropat-
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terned optically opaque surface. To accomplish this the fol-
lowing steps were performed:

1) design and fabrication of cell immobilisation platforms
with an array of identical microscale structures that sim-
ulate surface roughness;

2) imaging of the surfaces of the immobilisation platforms
before cells were deposited;

3) deposition of Saccharomyces cerevisiae (brewer’s yeast)
cells onto the surface of the immobilisation platforms
from a liquid medium;

4) imaging of the surfaces of immobilisation platforms after
cell deposition;

5) development of the approach for the detection and area
estimation of attached cells;

6) validation of the developed approach.

MATERIALS AND METHODS

Cell immobilisation platform design and manufacturing.
The immobilisation platforms were designed using
SolidWorks 2018 (Dassault Systémes, Vélizy-Villacoublay,
France). The parallelepiped was chosen as the repeating ele-
ment of the microscale pattern that forms the platform’s sur-
face roughness. The elements within one pattern have the
same height, lateral dimensions and spacing between struc-
tures along the X and Y axis. Two types of patterns — des-
ignated as Type 1 and Type 2 — with two different gap
lengths between the sides of the structures were used for
this study.

Based on these designs two sets of samples were manufac-
tured at a semiconductor manufacturing facility (ALFA
RPAR, Riga, Latvia) using standard bulk micromachining
approaches. The immobilisation platforms were manufac-
tured on 470 micrometres thick (100) silicon wafers with a
0.6 um layer of thermally grown silicon dioxide. The manu-
facturing process was as follows: the SiO, surface was cov-
ered with a layer of photoresist, then photolithography was
performed using two different masks (one for each sample
type), after which the exposed photoresist was removed
through chemical etching. The exposed SiO, was removed
by means of plasma-chemical etching, then the now-
exposed layer of Si was removed by plasma etching form-
ing parallelepiped-like structures. The remaining non-
exposed photoresist was removed via chemical etching. Due
to this process the 0.6 um SiO, layer was left on the top of
all microstructures forming a “plateau” with the rest of the
sample being plain Si with a thin layer of natural oxide on
top (< 10 nm).

The dimensions of the elements are given in Table 1 and
images of the microscale pattern acquired using scanning
electron microscopy (JSM-6400, JEOL, Japan) are given in
Figure 1. The lateral dimensions of the immobilisation plat-
forms were set at 5 x 5 mm>.
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Table 1. Dimensions of immobilisation platform microscale pattern ele-
ments

Sample Height, Side length, Gap length, Density of
type um um um structures
per mm’
Typel  537x0.14 10.4 +0.08 13.48 £0.12 1697
Type2  6.19+0.05 9.44 £ 0.08 4.49 +0.05 5041

X1,500 10pm 25 40 SEI

TO O g

(b) 30kv  x2,500 26 40 SEI

Fig. 1. Scanning electron microscopy images of Type 1 (a) and Type 2 (b)
structures taken from the side.

10pm

Cell deposition. Approximately 0.5 g of brewer’s yeast (S.
cerevisiae) were added to 150 ml of distilled water in a
glass beaker and then mixed on a magnetic stirrer for two
minutes or until the suspension became uniformly visually
opaque. After that, a 1-ml sample of the suspension was
taken to measure its optical absorbance at 600 nm with a
Spectronic Helios Gamma UV-VIS spectrometer (Ther-
moFisher Scientific, USA). The suspension was repeatedly
diluted until an optical absorbance value of 0.187 AU (ab-
sorbance units) has been reached. This particular absor-
bance value was chosen because at such low concentrations
yeast cells tend to flocculate less, allowing to observe the
attachment of both single cells and cell clusters.

Cell deposition was performed on four Type 1 samples and
four Type 2 samples; eight samples were used in total.
Deposition was performed simultaneously for all samples.
The samples were placed into a dedicated socket on the
outer ring of the sample holder, as described in (Baltacis et
al., 2020), located in a 90-mm Petri dish; then ~50 ml of
suspension was added into the dish — enough to fully cover
the sample surface with liquid when stationary and to stay
suspended during rotation. The Petri dish was placed on an
0OS-20 orbital shaker (Biosan, Latvia) and rotated at 50
RPM for 60 minutes, after which the samples were kept sta-
tionary and in dispersion for 20 minutes. Then the liquid
was slowly and carefully removed with a syringe and the
samples were left to dry for five minutes. Then 50 ml of dis-
tilled water was added into the Petri dish, which was then
once again rotated at 50 RPM for five minutes to wash
away any non-attached cells. Lastly the water was removed
with a syringe and the samples were placed into a thermo-
stat for 15 minutes to dry at 30 °C.

Proc. Latvian Acad. Sci., Section B, Vol. 77 (2023), No. 2.

Imaging of cells immobilised on the platforms. Sample
imaging was performed using a NU-2 optical microscope
(Carl Zeiss Jena, Germany) in reflected light mode at x125
magnification. The microscope was equipped with an
ocular-mounted digital camera (37MP HDMI, Eakins,
China) and a custom-made motorised stage to enable move-
ment along the XY-plane (perpendicular to the optical axis
of the microscope) in increments of user-defined length
(movement precision =5 pm). The width and height of a
single field of view (FOV) were 450 x 253 me (images ac-
quired with a 16 : 9 aspect ratio). The surface of each sam-
ple was imaged sequentially starting at the top left corner in
the XY plane of the sample and then progressing along the
X-axis towards the top right corner of the sample and taking
an image every 450 um. After reaching the top right corner
of the sample, the FOV was moved 253 um along the Y-
axis towards the bottom of the XY plane of the sample;
then, an image was taken and then the movement pro-
gressed to the left-most part of the sample along the X-axis
again in 450 pm increments. In this snake-like fashion the
whole surface of each 5 x 5 mm? immobilisation platform
was imaged, totalling 240 images per platform.

Development and implementation of an approach for at-
tached cell analysis. Since the surface roughness of the im-
mobilisation platforms is, in essence, an array of identical
microscale structures, then the surface roughness image pre-
sented in a single FOV acquired from the surface of a clean
immobilisation platform is equivalent to every other sur-
face roughness image in a single FOV acquired from the
surface of any other such immobilisation platform — with
or without attached cells — given the magnification and
lighting of the surfaces are the same for both FOVs and lat-
eral/rotational discrepancies of the two FOVs are accounted
for.

If two images are perfectly aligned, then one can subtract
the pixel values of the clean immobilisation platform micro-
scale structure FOV from the pixel values of the cell-
deposited immobilisation platform FOV leaving differences
in pixel intensities that correspond with the shape and loca-
tion of deposited cells.

The remaining pixel intensities will be low — especially if
cell/background contrast was poor — making their distribu-
tion on the intensity spectrum (for an 8-bit grayscale image
this spectrum consists of 256 values with 0 being “black”,
255 being “white” and everything in between being shades
of “grey”) skewed towards lower values. The intensity
value distribution can be “stretched out” to fit the entirety of
the available pixel intensity range using adaptive histogram
equalisation, thus improving cell/background contrast.

This kind of image processing will make the cells distinct
from the background, allowing for the use of automated
segmentation algorithms, thus allowing to estimate the area
taken up by cells attached to a micropatterned surface with-
out the use of fluorescent staining.
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Firstly, images of immobilisation platform surfaces that did
not undergo cell deposition, previously acquired using the
same optical system parameters (magnification, light inten-
sity, etc.), as were used when imaging platforms that did un-
dergo cell deposition, were prepared to be used during the
processing procedure. For convenience, these images were
slightly rotated (up to 2 degrees in 0.1-degree increments)
to position the sides of the structures in parallel to the edges
of the images and cropped to remove any partially visible
microscale structures that were present on the edges of the
images.

The cropped images were used to make the “mask™ images
that would later be used during image processing. Two
types of masks were made: (1) difference masks to be used
as a fixed image during registration and as the image sub-
tracted from the overlaid image of a platforms surface post
deposition, and (2) binary masks image to be subtracted
from the registered images so that separate estimation of the
amount of cells attached on top and in between the micro-
scale structures could be performed. The colour palate of
the difference masks was the same as for the cropped image
(8-bit Grayscale), while the binary masks were black-and-
white images of the microscale structures, which were made
by importing the cropped image into a vector graphics edi-
tor (Harrington et al., 2020) and then creating an overlay of
an array of black squares on a white background. The over-
laid squares were of the same size as the tops of the surface
microstructures. Examples of the two mask types made for
Type 1 structures are given in Figure 2.

The image registration procedure starts with the definition
of two grayscale images — one moving image and one
fixed image. The moving image needs to be correctly super-
imposed on the fixed image to successfully perform the
separation of the cell images from the background image. In
this case, the post-deposition image was assigned as the
moving image, while the difference mask image was as-
signed as the fixed image. Afterwards, the relationship be-
tween the intrinsic coordinates anchored to the rows (X di-
rection) and columns (Y direction) of the structure images
and the spatial location of the same row and column loca-
tions were stored in the internal world coordinate system as
two objects that reference 2-D images to world coordinates,
one for each image. Then the configurations for the multi-
modal intensity-based registration method were set up: the
number of spatial samples was set to 500, the number of
pixel intensity histogram bins was set to 70, all image pixels
of a FOV were used, the growth factor of the search radius
was set to 1.2, minimum size of the search radius was set to
1.5*%10-6, initial size of search radius was set to 8%10-4, and
the maximum number of iterations was set to 75. Next, the
centres of the two objects were determined and translation
coordinates for the moving image were calculated by sub-
tracting the axis coordinates of the objects. An object that
stores information about a 2-D affine geometric transforma-
tion using the postmultiply convention and enables forward
and inverse transformations was initialised to store the
translation coordinates to be used for coarse alignment in
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Fig. 2. Difference (top) and binary (bottom) mask images used during im-
age processing of Type 1 immobilisation platform images.

the beginning of the image registration procedure. Gaussian
blur was applied to the grayscale images to speed up the
convergence of the registration procedure. The resulting im-
ages were initiated into new variables to be used as starter
images with their intensity values normalised. Then the
geometric transformation that aligns the moving image with
the fixed image (i.e. the image registration procedure) was
estimated using an automatic iterative intensity-based algo-
rithm included with the MATLAB Image Processing Tool-
box. After the registration procedure had converged on a
satisfactory solution, the resulting translation/rotation coor-
dinates were applied to the moving image. The new moving
image was cropped to the size of the fixed mask image and
saved for later use.

After image registration was performed, two composite im-
ages were made: the first composite image was the result of
subtracting the binary mask from the difference mask and
the second image was the result of subtracting the binary
mask from the previously acquired registered image. The
pixel intensity histograms of these two images underwent
adaptive histogram equalisation and were also subtracted
from each other. The resulting difference was saved as a
grayscale image which depicted only the cells that became
attached on top of the microscale structures of the immobili-
sation platform. A grayscale image that depicts only the
cells that became attached between the microscale struc-
tures was acquired in a similar fashion by reversing the col-
ours of the binary mask (the black squares are now white,
and the areas in between are black).

Next, both images separately underwent segmentation using
the Chan-Vese iterative region-growing image segmentation
algorithm (Chan et al., 2001) with the number of iterations
set to 100. Before segmentation, however, the grayscale im-
ages were converted into a black and white image via
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thresholding, then the holes in the structures observed in the
image were filled, and then morphological opening of the
resulting black-and-white image was performed with the
morphological structuring element being a 3-by-3-pixel rec-
tangle. The resulting segmented image was saved for later
use and the procedure was repeated for the second image.
Lastly, the number of segments that represent the attached
cells and the area taken up by each of these segments for
both images were calculated.

RESULTS

The developed approach (henceforth referred to simply as
“algorithm™) was applied to 40 images taken from Type 1
and Type 2 immobilisation platforms post cell deposition
(20 images per type). As counted by the algorithm, the aver-
age fraction of the area taken up by cells in relation to the
whole area of an FOV (average cell fraction) for Type 1
platforms was 1.46% =+ 0.57%. For Type 2 platforms the av-
erage cell fraction was 0.99% =+ 0.55%.

The algorithm underwent validation to check its accuracy in
distinguishing cells from the background. This was accom-
plished by opening the images in an image editor and
hand-marking the areas with attached cells, then calculating
the area taken up by the hand-marked cells using MAT-
LABs segmentation tool. Additionally, composite images
that combine the original unmarked images of platform sur-
faces, images of cell-containing regions marked by the algo-
rithm and images of cell-containing regions marked by hand
were made for visual evaluation. Thus, both the veracity of
the attached cell area values and the algorithm’s cell detec-
tion sensitivity could be tested.

For each of the 40 images processed using the algorithm,
hand-marking of cells was performed in GIMP 2.0 (GIMP
Team) using the Pencil tool with a Hardness of 100 and a
Size 5 Brush, which was equal to a spot of 21 pixels in area.
These Pencil tool settings were used because the size of the
resulting spot was similar in size and shape to an average
yeast cell imaged with the settings used. Therefore, the area
of the smallest possible cell area that contains only one cell
was estimated to be 21 pixels. Marking was performed in a
separate binary colour channel to exclude any bleed-over of
pixel information from the base image into the new markup
image. After finishing hand marking the areas taken up by
cells, the markup image was exported as a new uncom-
pressed 8-bit grayscale jpg image with the cell areas appear-
ing as white shapes on a black background. Sample images
depicting the sample’s surface area and the cell areas
marked by hand and by using the algorithm are given in
Figure 3.

Then, all 40 hand-marked images were imported into MAT-
LAB and segmented, the areas taken up by cells for each
image being saved into a separate csv file. Total cell area
values were calculated for each image and average cell frac-
tion values were calculated for both platform types. For
platforms of Type 1 the average cell fraction was 2.71 +
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Fig. 3. Cropped FOVs of Type 1 (top) and Type 2 (bottom) immobilisation
platform surfaces. Top right and bottom right images contain green and red
overlays that correspond to markups made by hand and by the algorithm,
respectively.
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Fig. 4. Correlations of the effect of gap length on the cell coated area val-
ues estimated by using the approach vs. hand processing.

1.11% while for platforms of Type 2 the average cell frac-
tion was 1.80% =+ 0.89%. The average cell fraction values
acquired through hand-marking were almost twice as large
than those acquired by using the algorithm. In fact, the aver-
age error between hand-marked and algorithm-marked data
for Type 1 platforms was 89% =+ 42% and for Type 2 plat-
forms it is 112% = 97%. As shown in Figure 4, the error
values for Type 1 platforms ranged from 22% to 180% for
the difference between hand-marked and algorithm-marked
data while for Type 2 platforms this difference ranges from
11% to 278%.

DISCUSSION

The results from the approach compared with hand marking
were correspondingly 1.46 + 0.57% against 2.71 + 1.11%
for the Type 1 platform and 0.99 = 0.55% against 1.8 +
0.89% for the Type 2 platform. The values of the area taken
up by attached cells determined by the approach are lower
than those gained from the manually processed data. Never-
theless, the arbitrary data demonstrate the same correlations,
with the gap length as the most significantly varied factor
(Fig. 4).
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Visual evaluation shows that the algorithm is capable of
distinguishing clusters of cells from the background, but has
limitations when distinguishing individual cells, specifically
when cells are in close contact with the sides of the micro-
structures. Additionally, the algorithm underestimates the
area of cell clusters. Difficulties when distinguishing cells
from the background arise in areas of low contrast, where
both the structures and the cells are similar in colour. Areas
where the surface is under- or over-focused also remain
under-marked or unmarked.

Since the algorithm is better at detecting cell clusters rather
than single cells, statistical errors can occur. For example, if
the image contains mostly single cells and only a few cell
clusters and the algorithm detects and estimates the area
taken up only by clusters, then this will lead to an underesti-
mated value for the area of attached cells when compared to
hand-marked images. If unmarked single cells are not pres-
ent, the average error for Type 1 samples becomes reduced
to 54.3% + 33.2%.

Having fewer cell clusters per FOV also leads to statistical
errors. As an example, the areas of a single cell (Fig. 5) ac-
quired by using hand-marking and the algorithm differ by
88%. While the clusters appear similar in shape and size the
numerical comparison of their areas shows an almost two-
fold underestimation by the algorithm.

These inconsistencies are caused primarily by three kinds of
errors, the first one being due to light scattering caused by
the shape of the slope present on the sides of the microscale
structures, which reduces the visibility of cells that are lo-
cated close to the edges of the structures. This makes the
use of intensity-based detection approaches challenging, as
the cells may become partially or even fully indistinguish-
able from the background. The second error type occurs in
cells that are farther away from the sides of the microscale
structures, but are still partially in the structures’ “shadow
zone”: during mask subtraction these cells lose the part that
is occluded by the “shadow” and become morphologically
open taking on the shape of a sickle instead of an ovoid.
When during segmentation the resulting image undergoes
closing, the cell does not return to its ovoid shape and only
the sickle part is counted towards the total area of the clus-
ter, thus reducing the overall area. The third type of error is
caused by “overzealous” marking by the person responsible
for hand-marking the images. In certain cases, cells that
were poorly visible were marked based simply on the infer-
ence of the marker, leading to stark differences when com-
paring results acquired through algorithm-marking and
hand-marking.

Magnification is another factor that may affect the sensitiv-
ity of the algorithm. Using magnifications higher than the
%125 used in this study might alleviate the effects of the
previously mentioned errors. To check this assumption, test
images of Type 1 and Type 2 immobilisation platforms
were made before and after cell deposition using a x20 ob-
jective for a total magnification of x200. The acquired im-
ages were processed using the same approach as were the
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Fig. 5. A single cluster of cells. Top left image shows an unmarked cluster,
top right image shows a cluster marked by hand (green) and by the devel-
oped algorithm (red), bottom left image shows a separate algorithm, bot-
tom left image shows a separate algorithm-marked cluster while bottom
right shows a separate hand-marked cluster.

ones acquired at x125 magnification, the only difference
being that new difference and binary masks that are applica-
ble to the new magnification had to be made to accommo-
date the change in apparent microstructure dimensions. The
resulting composite images can be seen in Figures 6 and 7.
While the change in resulting error values was small —
hand-marked vs. algorithm-marked areas differ by 40% and
71% for Type 1 and Type 2 immobilisation platforms, re-
spectively — visual evaluation showed that with an increase
in magnification single cells become visible and the outlines
of marked clusters overlap more neatly than they would at a
lower magnification. Errors caused by shadowing, cell mor-
phological opening and over-zealous marking are still pres-
ent.

CONCLUSIONS

An approach for estimating the area of cells attached to an
optically opaque substrate with microscale surface rough-
ness was developed using MathWorks’ MATLAB R2020b.
The developed approach uses image registration to overlay
an image of a clean micropatterned surface over an image
of an identical micropatterned surface with cells present on
its surface. The background microscale structures are re-
moved via image subtraction, and then the area taken up by
the attached cells is determined via segmentation. The ap-
proach can be used to process images of cell immobilisation
platforms with different types of microscale roughness ac-
quired using a reflected light optical microscope with a
magnification of x125. The approach was validated by
comparing its output to that gained from hand-marked im-
ages. The results from the approach compared with hand
marking gave lower values of the cell coated areas. How-
ever, the correlations of the gap lengths with the cell coated
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Fig. 6. At the top is an image of a Type 1 structure acquired with a magni-
fication of x200. At the bottom is a composite image that includes the

microscale roughness, hand-marked (green) and algorithm-marked (red)
cells.

Fig. 7. At the top is an image of a Type 2 structure acquired with a magni-
fication of x200. At the bottom is a composite image that includes the

microscale roughness, hand-marked (green) and algorithm-marked (red)
cells.

area values estimated with the approach and hand process-
ing were the same for the arbitrary units area scale.

Factors that may cause underestimation of the attached cell
area by the developed approach include:

* Poor magnification — use of magnifications lower than
%200 may result in the algorithm missing individual cells.
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» Poor cell/background contrast — may cause cells to be-
come fully or partially hidden, especially if the cells are
attached to the sides of microscale structures.

* Poor focus — may cause errors during image registration
against the reference image as well as during cell mark-
ing.

The developed approach works best in cases when both im-
ages (with and without attached cells) are taken using iden-
tical lighting conditions and foci, when the contrast between
the background surface roughness and the cells is suffi-
ciently high, and when magnification is set to no less than
%x200. The first condition improves image registration while
the second and third conditions improve cell detection dur-
ing segmentation.
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UZ MATLAB RIKIEM BALSTITA PIEEJA PIE OPTISKI NECAURSPIDIGAM MIKROSTRUKTURETAM VIRSMAM
PIESTIPRINATU SUNU LAUKUMA IZVERTESANAI

Stinu piesaistei ir arkartigi liela nozime implantu, bioreaktoru un $iinas un molekulas nepiesaisto$o virsmu izstrade, ka ari audu inZenierija.
Virsmas raupjums ir butisks faktors, kas ietekmé Stinu piekerSanos pie virsmas. Lai izp@titu raupjuma specifikas ietekmi uz §tnu piesaisti,
var izmantot virsmas mikromehaniskas apstrades pieejas, lai izgatavotu virsmas ar kontrolétu mikroméroga topografiju. Petot Stnu piesaisti
pie optiski necaurspidigam mikrostrukturétam virsmam, izmantojot optisko mikroskopiju, piesaistito $unu laukums ir jaatdala no raupjuma,
kas tam ir fona. Lai noveértétu pievienoto Sinu daudzumu, var izmantot $iinu manualu skaitiSanu, tacu Sis process ir loti laikietilpigs, ja
pétama virsma ir lielaka par vairakiem kvadratmilimetriem. Saja raksta aprakstita pieeja, kura dod iesp&ju automatiski novertgt laukumu
sunam, kuras piestiprinatas pie mikrostrukturétam optiski necaurspidigu platformu virsmam. Lai parbauditu izstradato pieeju, tika
izmantotas S. cerevisiae rauga $inas. S1 pieeja izmanto attelu registricijas un segmentacijas rikus, kas pieejami MathWorks MATLAB
R2020b Image Processing Toolbox. Tiek apspriesti faktori, kas ietekmé izstradatas pieejas precizitati (palielinajums, kontrasts un fokuss),
ka ari rezultatu uzlabosanas veidi.
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